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Abstract
A first measurement of direct T -violation with the Belle experiment is presented. The input data
that are used amount to about 619 million BB pairs produced in Υ(4S) decays measured by the Belle
experiment from e+e− collisions. The analysis technique is based on reconstructing the decays of
entangled neutral B mesons into states of a definite flavour (B0 or B0) and CP (B+ or B− which
are approximated by J/ΨKL and J/ΨKS respectively) eigenvalue. These data then enable to form
comparisons between pairs of T -conjugate transitions, yielding a total of four such pairs. Since the
centre-of-mass system of the experiment is boosted, the decay time difference between two tags can be
measured which then allows to compare the reconstructed decay probabilities for the comparison pairs
as a function of the time difference. A method for selecting a highly efficient and pure data sample
for usage by this analysis scheme is presented and its performance is evaluated. Finally, an attempt
at performing a fit to the signal distributions, with the aim of extracting the T -violation asymmetry
parameters, is presented and its outcome and shortcomings are discussed.

Zusammenfassung
Eine erste Messung von direkter T -Verletzung mit dem Belle Experiment wird vorgestellt. Die verwen-
deten Daten entsprechen ca. 619 Millionen BB Paaren, welche in Zerfällen von Υ(4S) Teilchen — die
in e+e− Kollisionen erzeugt worden sind — entstehen. Die Analysemethode basiert auf der Rekon-
struktion von Zerfällen von verschränkten, neutralen B Mesonen in Zustände mit einem eindeutigen
Flavour (B0 oder B0) oder CP (B+ oder B−, welche durch J/ΨKL bzw. J/ΨKS approximiert werden)
Eigenwert. Die so gewonnenen Daten erlauben es, Vergleichspaare von Prozessen zu erstellen, welche
durch eine T -Transformation verbunden sind; es können insgesamt vier solche Paare gebildet werden.
Aufgrund des geboosteten Schwerpunktssystems des verwendeten Experiments, kann die Zeitdifferenz
zwischen den beiden rekonstruierten Zerfällen bestimmt werden. Dies erlaubt es die rekonstruierten
Zerfallswahrscheinlichkeitsverteilungen der Vergleichspaare als Funktion der Zeitdifferenz zu vergleichen.
Eine Methode zur hocheffizienten Selektion von einem sehr reinen Datensatz, welcher für diese Analyse
verwendet werden kann, wird vorgestellt und ihr Leistungsverhalten wird evaluiert. Schlussendlich wird
der Versuch eines Fits zur Extraktion der T -Verletzungsasymmetrieparameter an die Signalverteilungen
präsentiert.
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I Introduction

Generally, our understanding of the world of elementary particles is very good. The Standard Model of
Elementary Particle Physics provides a theory that describes the fundamental interactions of elementary
particles with high precision and excellent overall consistency. Its parameters may be numerous, but the
accuracy achieved by dedicated experiments for each of those parameters is extremely high. Furthermore,
the overall consistency of the model — which can be tested by overconstraining the model parameters
using independent measurements — is satisfactory: no statistically relevant deviations have been found
thus far.

The so called B-factory experiments Belle and BaBar have been instrumental in the endeavour to
prove the practical relevance, that is the real-world applicability, of the theory. First and foremost,
they have performed the first conclusive measurement of the violation of the combination CP of the
fundamental symmetries C and P in the system of neutral B mesons [1–4]. Following this highly
anticipated discovery, the B-physics duo performed numerous precision measurements of CP-violation
and B-physics, including the first ever measurement of the CP-violating complex phase δ. Furthermore,
the two experiments conducted many analyses studying (heavy) flavour physics and the electroweak
model of the Standard Model. Many of their analyses were enabled by the unique properties of the
neutral and charged B mesons and the production mechanism used at the B-factories. The combination
of all those measurements has played a pivotal role in the validation of the predictions and the verification
of the consistency of the Standard Model.

Studying the physical operations under which a theory remains invariant is without doubt a task of
considerable importance for the testing of a theory. After all, if one can observe an asymmetry in reality
this should be modelled correctly by theory. Any deviation between the two is an inadequacy of the
accepted theory which cannot be approved. Moreover, the discovery of such inadequacies has more than
once sparked scientific progress.

One of the stepping stones used by numerous theoretical models — among them the Standard Model — is
the so called CPT -theorem. This theorem itself can be derived from assumptions that are even more
fundamental and somewhat axiomatic to the nature of space and time. It states that the combination
of the fundamental space-time symmetries C, P, and T must not be violated, i.e. theory must be
invariant under the combined transformations. In the context of the measured CP-violation, however,
this necessitates that the symmetry T must be violated too: only by combining the asymmetries of CP
and T , the invariance under CPT can be facilitated.

Fundamentally, the non-invariance of the T -symmetry is not a problem for the theory: it can be
accommodated in a straightforward manner within the Standard Model using the same mechanism that
introduces CP-violation. However, providing a conclusive and indisputable measurement is significantly
more delicate. Over the years, several measurements have been performed, in particle physics as well
as other disciplines of physics, but none of them could claim to be direct and truly devoid of doubt.
In particle physics these measurements suffer from the CPT -theorem which, as a side effect, makes
it difficult to measure an observable only related to T . The entanglement of T and CP given the
CPT -theorem interferes with an untainted and independent measurement.

Finally, in 2012 the BaBar collaboration published the results of an analysis proving that the fundamental
symmetry T is in fact directly violated by the weak interaction [5]. Not only did they use a method

1



I Introduction 2

which can claim to be truly direct, but they also discovered the T -violation with a significance that
makes the result indisputable. Once again, their measurement was facilitated in particular by two things:
the fact that they study B mesons and the specific production mechanism employed.

Due to the fact that the two experiments Belle and BaBar are akin to each other, there is the unique
opportunity to validate the discovery using an independent experiment. Following the scientific method,
the claim of a discovery is only truly credible after a second, independent measurement has replicated
the results which makes such a measurement no less important.

This thesis reports the results of a first attempt at doing just that. That is to say, replicating the
analysis performed by BaBar using the data measured by the Belle experiment. It should be seen as an
investigative study, hence it is by no means complete and many aspects of the analysis have not been
fully validated. In fact, several important topics such as the evaluation of statistical and systematic
uncertainties have not been considered at all. The lion’s share of the analysis work is based upon the
reconstruction scheme deployed by previous analyses performed by Belle. Only the particular technique
used for measuring an observable related to T is borrowed from the analysis leading to the discovery by
BaBar.

In Chapter II the theoretical background of the analysis — namely the Standard Model and the concept
of symmetries — is briefly reviewed hereby placing the analysis into a broader context. Following that,
in Chapter III the technique that was developed and employed by BaBar is discussed. This should also
provide additional insight into the possible concrete manifestations of the T -violation. Afterwards the
experimental setup, i.e. the kekb accelerator and the Belle detector, are summarised in Chapter IV. In
the course of this discussion, the different detector components and their purpose within the detector as
a scientific apparatus are presented as well as the data samples that are used by this analysis. Following
that, in Chapter V the event reconstruction is discussed. This chapter amounts to the largest portion of
the thesis which is not surprise considering its share in the total effort and importance for the analysis.
Finally, in Chapter VI the actual T -violation measurement is presented and the results are discussed. A
summary of the achievements of this analysis, the remaining problems, and a discussion of the prospects
are given in Chapter VII which also contains the concluding remarks.

Remark: Throughout this thesis the system of natural units (where ~ = c = kB = 1) is adopted unless stated otherwise.
Electric charges are implicitly given in multiples of the elementary charge e. Furthermore, all natural constants and
the values of particle properties are taken from [6].

2



II Theoretical Background

In this chapter, the theoretical background of the analysis will be presented. Section 1 places the analysis
into a broader context by briefly discussing the Standard Model of Particle Physics which is the theory
of the fundamental particles and how they interact. In Section 2, a brief overview over the concept
of symmetries, different types of symmetries, and their relevance for physics will be given. Finally,
in Section 3, the time (a)symmetry — the essence of the analysis — will be discussed.

1 The Standard Model of Particle Physics
The Standard Model of Particle Physics (SM) [6–9] is a refined theory which has been extended and
improved over the course of the last century. It represents the current knowledge of the world of
fundamental particles and the forces acting between them. This, of course, implies that it is by no
means a full-fledged or complete theory: it has several known deficiencies and shortcomings. However,
history provides reason to trust in its ability to evolve, adapt to new discoveries, and accommodate new,
extending theories.

Fig. 1: Graphical representation of the elementary particles in
the Standard Model [10].

The SM distinguishes between elementary and
composite particles: the former are point-like,
meaning they have no intrinsic substructure,
whereas the latter are compound objects. Ele-
mentary particles are further categorised by their
spin-eigenvalue: Fermions (which are spin-1/2
particles) are the fundamental matter-particles
and Bosons (which have integer spin) are the
force-carriers that are required for particle interac-
tions. Figure 1 depicts a graphical representation
of the fundamental particles in the SM.

To this date, there are twelve known fermions
(each paired with its anti-particle) and five funda-
mentally different bosons (the gluon, two weakly
interacting massive bosons, the photon, and the
Higgs boson) which are elementary.

The family of elementary fermions can be further categorised into the Quarks and Leptons, marked
in purple respectively green in Figure 1. There are six different types — called flavours — of quarks
and leptons, which are grouped in three generations (depicted as columns in Figure 1). All particles of
a given flavour are equivalent regarding the remaining (non-flavour) quantum numbers.1 Fermions are
sometimes called matter particles, however, only the particles of the first generation are observed as
being constituents of stable matter. The members of generations two and three are unstable themselves
and can be created only for a short moment in high energy collisions.

Quarks are grouped further as up-type quarks (u, c, t) which have electric charge Q = +2/3 and
down-type quarks (d, s, b) with Q = −1/3. Similarly, one can group leptons into the charged leptons

1 Flavour can refer to both, a particle’s species and the collection of internal quantum numbers (e.g. lepton/baryon
number, strangeness, etc.) which are defining for a particle’s species.

3



II Theoretical Background 1 The Standard Model of Particle Physics 4

(e, µ, τ) and the electrically neutral neutrinos (νe, νµ, ντ ). For each2 fermion f there exists an
anti-fermion f which is completely equivalent except for its internal quantum numbers3 which have the
flipped value.
1.1 Mathematical Formalism
The theoretical background of the SM comes from Quantum Field Theory (QFT) where particles are
described by fields. Using this concept, a given model is fully described by its Lagrange density L. Free
particles are introduced into the model by directly adding their respective field equation to L. Usually,
the fields corresponding to an interaction are introduced by requiring that L — which already contains
the field(s) of the elementary free particle(s) — shall be invariant under local gauge transformation [9].
The modifications that must be made to ensure this invariance give rise to one or multiple new fields
(the so called gauge fields).

Quantisation of a gauge field yields a so called gauge boson, which is the mediator particle associated
with the fundamental interaction that was introduced to L in the first place. At the same time this
mechanism gives rise to an intrinsic quantum number which can be interpreted (in analogy to the electric
charge) as the charge of the corresponding interaction. The electromagnetic interaction, for example, is
introduced by requiring invariance under U(1)Q and gives rise to the gauge field Aµ and the quantum
number Q which can be associated with the electric charge.

Mathematically the SM is a quantum gauge theory with the internal symmetries of the composite group
SU(3)C ⊗ SU(2)I ⊗ U(1)Y .

This group product is composed of the SU(3)C subgroup of the QCD — that is the quantum theory of
the strong force, cf. Section 1.2.1 — and the SU(2)I ⊗ U(1)Y which is the symmetry group of the
electroweak interaction, cf. Section 1.2.2.
1.2 Bosons and the Fundamental Interactions

Force Relative Strength
Strong ∼ 1
Electromagnetic ∼ 10−3

Weak ∼ 10−8

Gravity ∼ 10−37

Tab. 1: Relative coupling strengths of the
four fundamental forces as exerted between
two fundamental particles at a distance of
1 fm [7].

The Standard Model covers three fundamental interactions known
as the strong, weak, and electromagnetic forces. The gravitational
force, although apparently being fundamental, is not described by
the standard model, which is one of its shortcomings. Finding and
testing a mathematical formalism for describing quantum gravity
remains a top priority for theoretical particle physics. However,
for all ordinary experimental matters, gravity can be neglected
without further discussion since it is several orders of magnitude
weaker than the other interactions. Table 1 compares the coupling
strengths of the fundamental forces.

Each fundamental force is mediated by at least one exchange particle: these particles are bosons (i.e.
they have integer spins) and are marked in red in Figure 1. However, due to conservation of different
quantum numbers only certain types of interactions (transformations between particles) are allowed.
Figure 2 shows all possible fundamental interaction vertices in the Standard Model.

In addition to the bosons which mediate the fundamental forces, there is an additional bosonic member
of the SM: the Higgs boson. Invention of the Higgs mechanism4 [11–13] solved the conceptual problem
that, although massive mediator bosons had been measured, the SM could not provide a mathematical
formalism that describes how they acquired mass in the first place.

By means of spontaneous symmetry breaking, the Higgs mechanism gives rise to the masses of the
mediators of the weak interaction and all fermions (except for that of the neutrinos which is, however,

2 Whether the neutrino is a Dirac or Majorana particle — that is to say whether it has an anti-particle or is its own
anti-particle — is still a topic open for discussion: no conclusive evidence for either theory has been found thus far.

3 Those are the flavour quantum numbers and others such as electric charge Q, weak isospin, etc.
4 More aptly named ABEGHHK’tH mechanism by P. Higgs (for Anderson, Brout, Englert, Guralnik, Hagen, Higgs,

Kibble and ’t Hooft) due to the variety of scientists who co-invented the mathematical mechanism first in the context
of superconductivity and later particle physics.
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(a) Where q is any quark. (b) Where f is any fermion with
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(d) Where the gluons’ colour
charges must match.
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(g) Where the gluons’ colour
charges must match.

(h) Where X and Y are two electro-
weak bosons (γ,Z,W) with op-
posite charge.

(i) Where X ∈ {γ,Z0}.

Fig. 2: Feynman diagrams of all fundamental interaction vertices possible in the Standard Model. Charge conjugates — if
they exist — are implied [7, 8].

a design choice and not a limitation). The search for the Higgs boson had been going on for several
decades until it was finally discovered in 2012 by the ATLAS and CMS collaborations [14, 15]. Since the
Higgs mechanism has no relevance to this analysis, it will not be discussed any further.

1.2.1 The Strong Interaction
The dynamics of the strong force are described by Quantum Chromodynamics (QCD). Its mediator — the
gluon g — has no mass and none of the charges required to interact with any of the other forces.

Various experiments have determined that the charge of the strong interaction C is in fact three-valued.
Appropriately the charge is called colour charge and its valid states are labeled red, green, and blue
(each with its anti-colour counterpart). Since the gluon itself carries one quantum of colour and one
of anti-colour charge, there are nine possible ways to form a gluon. However, one of them is a colour
singlet (zero-valued total colour charge) and thus cannot partake in the strong interaction,5 hence, there
is a total of eight known gluons. The only known particles other than the gluon carrying colour charge
are the quarks.

Because the strong mediator carries colour too, it can couple to other gluons: self interaction, including so
called three- and four-vertices (where three or four gluons couple to each other), is possible (cf. Figures 2d
and 2g). This property of the gluon gives rise to a unique property of the strong force: the colour
confinement.

As two colour-connected quarks are moved apart, the gluon field forms a narrow tube between the two
quarks, due to their self-attraction, rather than spreading out uniformly [7]. Since the energy stored
within the colour field increases nearly linearly, at some point it becomes energetically more favourable
for the field to produce a new quark-antiquark pair. This is because afterwards the distance between two
colour connected states is reduced to roughly half of the previous value. Consequentially, free quarks are
suppressed and have not been observed so far. Furthermore, a bound quark state (a so called hadron)
can exist only if it is a colour singlet, i.e. the sum of the colour charges of its constituents must be zero.

The strong force can bind quarks to form compound states. So far only states of a quark and an
anti-quark — called Mesons — as well as three-quark states — called Baryons — have been observed,

5 Albeit it would be able to interact with other colour singlet states, it is usually assumed that this colour singlet gluon
does not exist.

5



II Theoretical Background 1 The Standard Model of Particle Physics 6

however, there is no theoretical reason for this limitation. Mesons are generally unstable and short-lived,
whereas baryons can be very long-lived (e.g. the neutron) or even be considered stable (e.g. the proton).

1.2.2 The Electroweak Interaction
In the 1960s Glashow, Salam, and Weinberg proposed the model of electroweak unification (also called
GSW theory) which fully describes electromagnetic and weak interactions of particles [16–18]. Their
model solved the problem that introduction of the weak interaction into the Lagrange density of the SM
by using the SU(2)I symmetry group results in a field without correspondence to any known particle. The
GSW model proposes that instead of introducing the electromagnetic and weak interactions separately,
they should be included using a common symmetry group, hence the SU(2)I × U(1)Y subgroup of the
SM was born. Its group generators are the weak isospin I and the hypercharge Y := 2 · (Q− T3), where
Q is the electric charge and T3 the third component of the weak isospin of a given state.

The SU(2)I symmetry directly produces two new bosons, the W± bosons which interact with particles
that have a nonzero value of T3. By mixing the third component of SU(2)I and the U(1)Y symmetry,
two new fields are produced which correspond to the photon γ and the Z0 boson. Nearly twenty
years after the theoretical work by Glashow, Salam, and Weinberg, the UA1 and UA2 collaborations
discovered the three proposed particles [19–22]. Over the course of the following twenty years several
experiments performed precision measurements of numerous Standard Model parameters confirming the
predictions of the GSW model [23, 24].

It can be found that the SU(2) component of the newly introduced coupling has a V-A-structure.6
A pure V-A-coupling — which the W± bosons have — has a rather peculiar property: it interacts
exclusively with left-handed particles and right-handed anti-particles. In the theory left-handed particles
form doublets of up- and down-type fermion pairs whereas right-handed particles form singlets, except
for the right-handed neutrino which does not exist in the SM:(

u
d

)
L

(
νl
l

)
L

uR dR lR .

The charged-current interaction of the electroweak model is unique in the sense that it is not flavour
conserving in the quark sector. A W+ boson can couple to any pair of up-type quark qu and down-type
antiquark qd (charge conjugates implied) because the weak and flavour eigenstates are not equal in the
CKM mechanism, cf. Figure 2f and Section 1.3.

1.3 The CKM Mechanism
The Cabibbo-Kobayashi-Maskawa (CKM) mechanism is the theory of the flavour-changing charged-
current weak interactions in the quark sector. Initially, the theory predicted that the coupling of the W
bosons should be flavour ignorant, that is to say its strength should be equal for all flavours. However,
various experiments showed discrepancies in the measured coupling strengths: universality of the weak
interaction was challenged. In 1963 Cabibbo first proposed a solution to the problem [25] which was later
generalised to three quark generations by Kobayashi and Maskawa in 1973 [26]. The newly theorised
particles — the bottom and top quarks — were discovered in 1977 [27] and 1995 [28, 29] respectively.

The central idea of the CKM mechanism is that the flavour eigenstates of the weak interaction |q〉 are
not equal to the mass eigenstates |q′〉. By multiplying a unitary, complex transformation matrix one
can be transformed into the other. Conceptually this is a basis transformation rotating the states from
one space to the other. By convention the effect is absorbed in the down-type quarks i.e. |q′

u〉 ≡ |qu〉
(charge conjugates implied) therefore|d′〉

|s′〉
|b′〉

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


︸ ︷︷ ︸

VCKM

·

|d〉|s〉
|b〉

 , (1)

6 Which stands for Vector-Axialvector Structure/Coupling.
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7 1 The Standard Model of Particle Physics II Theoretical Background

where VCKM is the Cabibbo-Kobayashi-Maskawa Matrix. It can be shown that the CKM matrix has
four irreducible degrees of freedom: three mixing angles θ12, θ23, θ13 and one complex phase δ. There
exist different parametrisations of the CKM matrix, of which the Wolfenstein parametrisation [30] is
the most natural one since it directly reflects the magnitude of the different matrix elements.

Any charged-current vertex that couples two quarks i, j introduces a proportionality to Vij (for the
CP-conjugate of that vertex the complex conjugate V ?

ij is introduced) to the matrix element used for
calculating the transition probability. Hence, assuming that VCKM is non-trivial (i.e. not the unit
matrix), the mismatch of the quantum states of propagation and interaction results in varying coupling
strengths for the different quarks. Equation (2) shows current best-measured values [6] of the CKM
matrix elements.|Vud| |Vus| |Vub|

|Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|

 =

 ∼ 0.97 ∼ 0.22 ∼ 0.003
∼ 0.22 ∼ 0.97 ∼ 0.04
∼ 0.008 ∼ 0.04 ∼ 0.99

 (2)

Numerous analyses have shown that the off-diagonal matrix elements — corresponding to flavour-changing
couplings — are much smaller than the on-diagonal elements which match the in-generation couplings,7
cf. Equation (2).

2 Symmetries
Physics defines a symmetry of a system as a transformation that leaves certain physical properties of
that system unchanged. These quantities are then invariances of the symmetry. There are two families
of transformations, those which are continuous and those which are discrete:

• A continuous transformation maps from a single input to a continuous and essentially infinite
set of output values. The translational symmetry comes to mind as an example because it claims
that physics remains the same after applying the transformation Ta(x) : x 7→ x+ a, ∀x, a ∈ R. A
more figurative example is the rotation of a sphere around any axis through its centre.

• A discrete transformation maps from a single input to a finite set of output values (often just
one). Discrete transformations involve some kind of swapping between values of a finite set of
values. A prime example is the mirror symmetry (i.e. reflection on a plane) which claims that
physics shall be invariant under T (x) : x 7→ −x, ∀x ∈ R. Rotation of a regular polygon around its
centre is an example that is more intuitively accessible.

2.1 Discrete Symmetries
There are three elementary discrete transformations and therefore three possible basic discrete symmet-
ries: [9, 31]

• Parity Inversion P reverses the handedness of space, i.e. P( #»x ) : #»x 7→ − #»x . Furthermore, if
applied on a field of given chirality it transforms it into its chiral counterpart

PψL( #»x , t) = γ0ψR(− #»x , t) and PψR( #»x , t) = γ0ψL(− #»x , t) ,

where γ0 is the 0th Dirac matrix [9]. Given that the charged-current weak interaction is asymmetric
w.r.t. the chirality, it becomes obvious that it must violate P.

• Charge Conjugation C interchanges particles with their corresponding anti-particles. As a
result the signs of all electric charges are inverted, i.e. C(Q) : Q 7→ −Q; furthermore all internal
quantum numbers are swapped.
It can be shown that the presence of both vector and axialvector structure in the weak interaction
requires violation of C by the weak interaction since it acts differently on the two substructures.

• Time Reversal T mirrors the time component of a state, i.e. T (t) : t 7→ −t. Hence, spatial
positions are left unchanged but the signs of linear and angular momenta are modified: #»p 7→ − #»p [31,
32].

These elementary transformations can be combined, forming the CP-, CT -, PT -, and CPT -transforma-
tions, by successive application of the component transformations. In the mid 1950s it was shown that

7 Refer to [6] for a review of measurements of the CKM matrix elements.
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II Theoretical Background 2 Symmetries 8

any canonical quantum field theory must exhibit invariance under the CPT -symmetry [31, 33, 34]; this
is called CPT theorem. In this context, a canonical QFT is defined by being local, Lorentz covariant
and having a lowest energy state (ground state).8 Even in the most extreme models theorists develop
for particle physics, the CPT theorem is usually imposed.

One approach to testing the CPT theorem is to compare the mass of a particle with that of its
anti-particle since CPT -invariance requires the masses to be equal. Due to its experimental availability
and small decay width, the top quark is a prime candidate for such a measurement; recent measurements
have found no indication for CPT -violation [36, 37].
2.2 CP Violation
For a thorough discussion of the CP-violation refer to [38], for a review of the CP-violation experiments
that have been performed refer to [6].

Until the mid 1950s the invariance of the fundamental symmetries C, P, and T was accepted scientific
consensus. However, in 1956 Yang and Lee pointed out the potential for violation of the P symmetry by
the weak interaction [39] and suggested experiments which should provide a conclusive answer. Shortly
thereafter it was indeed shown that both C and P are violated by the weak interaction [40, 41]. Early
on this was considered a fundamental problem and for some time it was assumed that the combination
CP would be a proper symmetry. Eventually this assumption was refuted in measurements of kaon
decays in 1964 [42]. However, for some years to come there was no proper theoretical explanation for
the measured effect.

Recall that the CKM mechanism introduced an irreducible complex phase δ into the CKM matrix,
cf. Equation (1). Hence, given that δ is nonzero, it is required that Vij 6= V ?

ij and thus the transition
probability of a charged-current process must be different from its CP-conjugate counterpart. By
solving the coupling-strength problem, Kobayashi and Maskawa introduced CP-violation into the
Standard Model. To this date, the CKM mechanism remains the only experimentally conclusive source
of CP-violation in the Standard Model. Initially it was thought that the CP-violation of the SM could
explain the apparent matter-antimatter asymmetry of the universe, however, it was found that this is
not the case, cf. Section 2.2.2.
2.2.1 Types of CP-Violation
In the SM the CP-violation can become apparent in three different ways:

• Direct CP-Violation is observed when CP is violated in a decay. For example, this type is
observed if

Γ
(
M0 → f

)
6= Γ

(
M0 → f

)
,

where M0 is a neutral meson, f is a final state, and the two processes are related by CP. This
type is the only source of CP-violation in the decay of charged mesons. It was first observed
conclusively by the NA48 and KTeV experiments [43, 44]. Since then it has been observed in
various decay channels of kaons and B mesons [6].

• CP-Violation in Mixing can be observed
through the mixing of neutral states. Figure 3
shows one of the Feynman box-diagrams that de-
scribe this process. Given that the probability
for a transition from particle to anti-particle is
not exactly equal to the probability for the other
direction, CP is violated:

Γ
(
M0 →M0

)
6= Γ

(
M0 →M0

)
.

u, c, t

u, c, t

W W

b

d b

d

B0 B0

Fig. 3: A possible Feynman diagram of the B0B0

oscillation.

This is the first type of CP-violation that was observed, it was first measured by Cronin, Fitch, et
al. [42].

8 In 2002 it was proven that the inverse is partially true as well: it was shown that presence of CPT -violation would
imply violation of the Lorentz symmetry [35].
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9 2 Symmetries II Theoretical Background

• CP-Violation in Interference arises from the
interfering matrix elements for decays with and
without mixing. Figure 4 shows an illustration
of the physical processes and interfering terms
partaking in this process. Formally, this type of
CP-violation requires that
Γ
(
M0(

 M0
)→ f

)
(t) 6= Γ

(
M0(

 M0
)→ f

)
(t) ,

where ( M0
) denotes a possible oscillation of the

meson state.
This type has been observed in various decay
channels of B mesons [6].

B0 fCP

B0

mixing

decay
AfCP

deca
y

ĀfCP

Fig. 4: Interference triangle for the Golden Chan-
nel (where fCP = J/ΨKS) of the interference
CP-violation measurements.

2.2.2 Measurement of the CP-Violation

Since it was first observed, many experiments have performed a CP-violation measurement. However, it
was only in 2001 that the Belle and BaBar experiments published their measurements of the complex
phase δ, showing that it is indeed nonzero [2, 4]. The results established CP-violation, which so far had
only been observed in kaon decays [42–44], in the B meson system. In 2008 — following the discovery of
the top quark — the theoretical work by Kobayashi and Maskawa was finally honoured with a Nobel
price.

It should be noted that the CKM mechanism with the measured value of δ is not sufficiently strong
CP-violating to explain the observed matter-antimatter discrepancy. Hence, this topic is still under
ongoing research in both particle physics and cosmology [6] and is one of the major remaining deficiencies
of the SM.

3 The Time Symmetry
In a classical context, T -invariance can be observed in the fact that the equations of motion for a particle
going from I to F along some path C also allow the reversed motion. That is to say, it is permitted for
the same particle to follow the path C in reversed direction, i.e. from F to I. In a quantum mechanical
description the required transformation is introduced as an anti-unitary operator UT [31]. This operator
transforms a field |ψ〉 to its complex conjugate, hence it effectively exchanges incoming and outgoing
states [31, 45]:

〈UT φ|UT ψ〉 = 〈ψ|φ〉 .
Following this formalism, time reversal is a proper symmetry if

UT |φ〉out = |φ̃〉in and UT |ψ〉in = |ψ̃〉out , (3)

for some state |ψ〉 (|φ〉) which relates to |ψ̃〉 (|φ̃〉) by reversing all momentum directions #»p ; the subscript
in (out) denotes an incoming (outgoing) state. This can be deduced from imposing invariance of the
scattering matrix S:

Sφψ := 〈φ|ψ〉out in = 〈UT ψ|UT φ〉in out = 〈ψ̃|φ̃〉out in

:=Sψ̃φ̃ . (4)

3.1 Types of Time Asymmetry

There are two types of observable time asymmetries, however, only one is related to T and thus follows
the formalism introduced above. In this section the difference between those two types is investigated.

Proper T -violation — aptly named genuine time reversal violation — requires that a process is
non-invariant under simultaneous exchange of the sign of the time t (hence reversing the sign of linear
and angular momenta) and swapping of in and out states [31, 32]. Consider Equation (3) as an example
for proper transformation under T .

Other processes which have an apparent asymmetry w.r.t. t but do not comply with the above
requirements are non-genuine time asymmetries. Such asymmetries are not a result of any asymmetry

9



II Theoretical Background 3 The Time Symmetry 10

in the fundamental laws of motion but rather produced by the specific set of initial conditions [32, 46].
Examples are the Universe t-asymmetry and the so-called macroscopic arrow of time [46, 47].

The universe t-asymmetry is a direct result of the second law of thermodynamics given the set of initial
conditions specific to our universe. Essentially, this phenomenon is the fact that there exists an obvious
time asymmetry in the universe observable through its expansion and the formation of stellar and
planetary bodies. However, this is perfectly compatible with a theory that is T -symmetric since it is a
result of the specific initial conditions.

The second example is a macroscopic effect: in a complex isolated system one can observe a time
asymmetry w.r.t. the amount of order in that system. This can be observed, for example, in Maxwell’s
equations with material absorption or friction in Newtonian mechanics. However, the underlying
microscopic processes (i.e. at the level of elementary particles) are still symmetric w.r.t. t [32, 46].

It should be noted that even in particle physics there exist effects which are odd under exchange t↔ −t,
that are, however, not necessarily T -violating. Once again compliance to both requirements for genuine
T -violation is required. Particle decays are an example of a clearly time-asymmetric process in particle
physics, however, the irreversibility of an ordinary decay is not related to T but rather a result of
improper preparation of states [46, 47].

3.2 Time Reversal Violation
Following the formalism of Equations (3) and (4) some further calculation shows that, unlike the charge
conjugation, the time reversal transformation acts on vector and axialvector currents in the same
manner [31]. Hence, the bare weak charged-current gauge interactions are invariant under T .

However, it can be shown that the mismatch between weak interaction states and mass eigenstates
(which already introduced CP-violation to the SM, cf. Section 2.2) gives rise to T -violation in the
charged-current weak interaction [31]. This is, of course, not surprising considering that CP and T are
related in the theory by the CPT -theorem, cf. Section 2.1. Furthermore, this equivalence predicts that
there should exist one type of T -violation per type of CP-violation. These pairs of effects should then
cancel each other out, therefore ensuring CPT -invariance.

Following the previous discussion, it can be expected that T -violation manifests phenomenologically
similar to CP-violation. Furthermore, a model dependent, indirect T -violation measurement can be
performed by directly measuring the violation of the CP-symmetry and the invariance under CPT using
two independent experiments and analyses. Unless the fundamental concept of symmetries is flawed,
the presence of those two effects must enforce that T is violated. Various indirect measurements have
been performed in the neutral kaon [48–51] and B meson [52–54] systems and the overall picture points
towards a non-invariance under T . However, none of these measurements can claim to be truly direct
and independent.

Measuring direct T -violation poses a formidable challenge: in order for the measurement to be untainted
and direct one must rely on purely T -related observables. This ensures absence of contamination from
CP- or CPT -violation. Obviously, a direct measurement must have direct access to a violated observable.
The generic processes to be measured can be formulated as

I : in→ out and II : out→ in ,
where in and out are the initial and final states of a generic charged-current weak-interaction process which
cannot be related by CP- or CPT -transformation. The symmetry T is then violated if P (I) 6= P (II)
because of the relation I T←→ II.

Although measuring those two transitions seems like a simple enough task, the actual implementation
is much less straightforward. The method employed by the analysis presented in this thesis depends
on two specific event characteristics which are typical for so called B-factories, namely an entangled
neutral B meson pair and a boosted centre-of-mass system. In the following chapter, the prospects for
measuring T -violation and the method that is used by this thesis are discussed.
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III Methodology

Following the theoretical discussion, this chapter examines the prospects of measuring the T -violation
if there is any. In order to fully appreciate the actual solution, in Section 1 the different types of
CP-violation are discussed again in the hope of finding an approach that can also be used to measure
T . This should also provide some insight into previous approaches and attempts. Following that,
in Section 2 the actual method that is used by this analysis is discussed.

1 From CP to T
Recall that, given that CPT is invariant, each effect of CP-violation should be accompanied by an effect
of T -violation of the same type. In the following section the different types of T -violation are discussed
in order to examine the prospects of performing a measurement tailored after existing CP-violation
studies. Refer to Section 2.2 in Chapter II for a discussion of the CP-violation.

1.1 Direct T -Violation

The most obvious candidate for realising the generic process presented in Section 3.2 of Chapter II is to
invert a well-known, well-measured process. Unfortunately however, this is rather difficult in particle
physics. Let us consider an example: a possible choice for a measurement is a generic decay and its
inverse fusion process, i.e.

I : A→ B + C and II : B + C → A ,

or more explicit:

B0 I−⇀↽−
II
K+ + π− .

To prepare and measure process I is relatively simple, however, measuring the inverse fusion process II
is not viable: the strong interactions in the inverse direction (II) completely swamp the feeble weak
fusion process. The cross section of the weak fusion process is multiple orders of magnitude smaller
than that of the strong interaction because it is highly supressed.1 Apart from that, there remains the
problem that preparation of the input for II is extremely difficult.

R1 :

R2 :

CP

B0→K++π−

B0→K−+π+

R′
1 :

R′
2 :

CP

T

T

K++π−→B0

K−+π+→B0

Fig. 5: Decay rates (marked in blue) for measuring T - and
CP-violation. Arrows show processes which are connected by
either transformation (marked in olive).

Figure 5 shows the different decay channels that
can be used to measure the strength of direct T - or
CP-violation. For a CP-violation measurement one
can easily measure R1 and R2 whereas the rates
R′

1 and R′
2 — which are required for a T -violation

measurement — cannot be measured with ease.

This example illustrates why directly measuring
T -violation is somewhat more difficult than the
corresponding C-, P-, and CP-violation measurements: the weak production mechanism is highly
suppressed and the strong interaction is much more prominent, furthermore the preparation of in and
out states is rather difficult.

1 For comparison: Br(B0→K++π−) ∼ 10−5 [47]
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III Methodology 1 From CP to T 12

It is clear that one could also choose to measure the T -violation using a leptonic weak process instead
of a hadronic one, for example by measuring the rates of

µ
I−⇀↽−
II
e+ νµ + νe .

However, even though there is no strong interaction involved in this process it is equally unfit for
a measurement: fusion of the neutrinos and the charged lepton can be considered experimentally
impossible. Furthermore, this probes the charged-current weak interaction for lepton vertices, whereas
the previous method investigates T -violation for a quark vertex.

1.2 T -Violation in Mixing
In measurements of neutral meson oscillation, T -violation is implied if P (B0→B0) 6= P (B0→B0), refer to
Figure 3 for a Feynman diagram of such a process. However, this difference implies CP-violation as well
because T and CP are experimentally identical for a CPT -even process such as B0—B0 mixing [47].

This measurement has been performed for K0—K0 mixing by the cplear collaboration [50] and yielded
T non-invariance. Unfortunately, the measurement cannot be considered an independent T -violation
measurement because of its relation to CP . The main goal of the cplear experiment was to measure the
CP-violation and as a result thereof the flavour mixing asymmetry measured by cplear is both CP- and
T -violating.

Furthermore, the approach requires a non-vanishing decay width difference ∆ΓK between the two neutral
meson states. This dependence on ∆ΓK has been cause of some controversy [6, 55, 56] regarding the
interpretation of the observable. Given that ∆Γ ≈ 0, the proposed T - and CPT -odd observables will
vanish themselves [47, 57] and therefore this technique should not be used with B0—B0 mixing where
∆ΓBd

is negligible.

Neutrino physics can provide processes for measuring this type of T -invariance as well: measuring that
P (νe→νµ) 6= P (νµ→νe) would imply T -violation. However, measuring such processes poses an even more
cumbersome task and once again probes the weak interaction for a lepton vertex.

1.3 T -Violation in Interference
It is expected that the T -violation in interference should be the experimentally most significant effect
since the corresponding CP-violation has the largest effect as well. The associated CP-violation manifests
in the decay rates for B0 and B0 to the same CP-eigenstate fCP

2 (following the notation used by this
analysis fCP ≡ BCP).

The measurement technique performed for studies measuring the CP-violation in interference is con-
structed such that there is no exchange of in and out states involved. Hence, an apparent asymmetry in
a similarly formed T study does not allow a direct T -invariance measurement [3, 47]. Direct observation
of this class would again require overcoming the irreversibility of the B → J/ΨK0 system.

Refer to Figure 4 for an illustration of the general physics process that is exploited by this approach
when measuring CP-violation.

2 Redefining Transition
None of the approaches discussed in the previous section have been found to be promising. However,
with a minor modification to the method presented in Section 1.1 a direct T -violation measurement
becomes feasible.

The experimental technique used by this analysis is limited to use at B-factories such as Belle and
BaBar, where it was used for the first time [5]. It was initially presented in [58] and further discussed
and refined in [46, 47, 57, 59].

The fundamental experimental problem when measuring T -violation directly by comparing decay rates
is that it is impractical or even outright impossible to perform the inverse fusion reaction.

2 Typical final states are e.g.: for CP-odd: ccKS ≡ J/ΨKS , Ψ(2S)KS , χclKS and for CP-even: J/ΨKL.
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13 2 Redefining Transition III Methodology

However, this problem vanishes if the out state is not chosen as a physical particle state but rather
as an eigenstate of the CP operator. Instead of measuring the decay of the physical particle B0

to its daughter particles, the transition from the flavour eigenstate |B0〉 to the CP eigenstate |B0
CP〉

is measured.3 In the following section the experimental technique and the requirements enabling this
approach are discussed.

2.1 Quantum Entanglement
The crucial requirement needed to implement the method used by BaBar is an event feature unique
to B factories: the quantum entanglement of the neutral meson state. At B factories such as Belle
and BaBar, electrons and positrons are collided at an energy that is just above to the invariant mass
of the Υ(4S) resonance. The Υ(4S) is a resonant state of the bottomonium (bb) which decays almost
instantaneously to a pair of B mesons.4 The decay to a system of two neutral B0

d mesons occurs with a
branching ratio of almost 50 % and thus allows for large statistics [6].

Since the Υ(4S) has JPC = 1−−, the binary state of the neutral B mesons is produced such that the
two constituents are entangled: although the C eigenvalue of the whole system is invariant, that of the
individual mesons is not; this is called Einstein-Podolski-Rosen (EPR) entanglement [60]. As a result
of the EPR entanglement, the actual individual state of each constituent is not well defined prior to a
measurement process (such as a decay). Having said this, it should be noted that the constituent states
must be orthogonal at all times5 until their entanglement vanishes.

Furthermore, once one of these constituents is measured (i.e. it has decayed) the other may oscillate
freely.6 The coherent state can be parametrised in different ways, typically this is chosen such that the
orthogonal states correspond to future decay products. The parametrisations of the coherent state |ψ〉
that will be used for measuring the T -violation are:

• Projection by flavour eigenstates: B0 � B0

|ψ〉 = 1√
2

[
B0(t1)B0(t2)−B0(t1)B0(t2)

]
• Projection by CP eigenstates: B+ � B−

|ψ〉 = 1√
2
[B+(t1)B−(t2)−B−(t1)B+(t2)]

The time values t1 and t2 are labels which denote the neutral B meson states B1 and B2 by means of
their decay time. Furthermore, the actual meson states at those times are projected from their decay
products |1〉 respectively |2〉. The time values allow to define the actual proper time difference
∆τ := t2 − t1 > 0 that passed between the two decays [47]. Due to the orthogonality of the coherent
state, a decay at t1 yields a measurement of the state of both constituents at that time.

The states B+ and B− correspond to the even respectively odd CP eigenstate of the neutral Bd meson;
note the difference in notation to the charged mesons B+ and B−.

2.2 Measuring T -Conjugate Transitions
In order to measure T -invariance one must measure the decay rates of two T -conjugate transitions. The
observation of one such transition can be split into three well defined steps:

1st The decay of one of the entangled neutral B mesons — denoted by B1 — is observed at some time
t1. It decays to a definite flavour (or a definite CP) final state and the final state particles project
its pre-decay state (i.e. they allow to infer that state). This decay prepares the state of the other
meson — denoted by B2 — into its orthogonal state, i.e. |B1(t1)〉⊥ |B2(t1)〉, hereby tagging it.

3 With CP |B0
CP〉 = ξCP |B0

CP〉 we define CP |B+〉 = + |B+〉 and CP |B−〉 = − |B−〉.
4 With a net charge of zero, i.e. the Υ(4S) decays (almost) exclusively to either B0B0 or B+B−.
5 This results from Bose statistics for a system with C = −, which requires the constituents to be in an antisymmetric

(≡ orthogonal) state [47].
6 The orthogonality of the components vanishes once the coherent state collapses, i.e. for t > t1 in the formalism given

below.
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III Methodology 2 Redefining Transition 14

2nd The coherent state has collapsed and thus the remaining meson B2 may propagate freely.
3rd At some time t2 > t1 the meson B2 decays to a definite CP (or a definite flavour) final state. Once

again, the final state particles project a certain pre-decay state.

The steps of this method are illustrated in Figure 6 for two T -conjugate transitions; the pair of those
two transitions forms a conjugate pair. For the example given below, the two conjugate transitions are

B0 → B− and B− → B0 , (5)
however, note that the actual final states used to measure this transition (e.g. J/Ψ, KS,L, l±, etc.)
are not the physical states of the transitions.

Fig. 6: Illustration showing the reconstruction method deployed for measuring two T -conjugate transitions [47]. The action
projects denotes the determination of a B meson’s state from its daughter particles, the action tagging denotes that the B
meson state has been inferred from the decay of its entangled partner.

It is important to note that the two transitions cannot be connected by simply exchanging t1 � t2 but
are connected only by genuine T -transformation, i.e. the exchange of in and out states as well as the
reversal of the direction of motion.

A measurement of CP and flavour final state with their corresponding decay times yields a time ordered
final state (|1〉 , |2〉), i.e. the transitions shown in Figure 6 are defined by the states

left hand side right hand side(
l+X, J/ΨKS

)
(J/ΨKL, l

−X) .
There are three more conjugate transitions pairs, because there are a total of eight different time-ordered
transitions; all four pairs of conjugate transitions are listed in Table 2.

Reference T -conjugate

Transition Final state Transition Final state

B0 → B−
(
l+X, J/ΨKS

)
B− → B0 (J/ΨKL, l

−X)
B+ → B0 (

J/ΨKS , l
+X

)
B0 → B+ (l−X, J/ΨKL)

B0 → B+
(
l+X, J/ΨKL

)
B+ → B0 (J/ΨKS , l

−X)
B− → B0 (

J/ΨKL, l
+X

)
B0 → B− (l−X, J/ΨKS)

Tab. 2: Comparison pairs for T -violation measurement [47].

Similarly, one can define pairs of conjugate transitions, which can only be connected by the CP- and
CPT -transformations. These transitions can be used to measure the CP- or CPT -invariance respectively.
Measuring the (already well measured) CP-violation and the expected CPT -invariance [36, 37] with the
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15 2 Redefining Transition III Methodology

method described here allows to cross-check the analysis procedure. The complete list of transition pairs
which can be used for measuring T - and CP-violation and CPT -invariance are included in Appendix B.

Initially, measuring the decay times t1 and t2 may not seem straightforward. However, a measurement
of the decay times of the B mesons is fairly simple with the Belle experiment due to its boosted centre-
of-mass frame, cf. Section 1.3 in Chapter IV.

2.3 Tagging the B Mesons
In addition to the flavour tag that is performed by standard CP-violation measurements, the T -violation
measurement requires a CP tag. Below the general scheme for obtaining both tags and the corresponding
projection rules are discussed.

2.3.1 CP Eigenstates
Tagging of the CP eigenvalue ξCP of a neutral B meson CP eigenstate, labeled as BCP , can be achieved
by following a decay chain involving only pure, well-defined CP eigenstates. The approach used by this
analysis reconstructs hadronic final states in order to infer ξCP ; the projection rules are given by

B−
−

→ +

J/ΨK+�

ππ
+

and B+
+

→ +

J/Ψ K−�

πππ
−

where the CP eigenvalue ξCP of the component states is shown in red. Unfortunately however, the CP
eigenstates K± are not directly experimentally accessible either, they will be approximated by KS and
KL respectively. Approximating K+ by KS and assuming that KS → ππ is always true introduces small
corrections, O

(
10−3

)
, which will be neglected; the same is true for the KL 7→ K− matching.

Obviously, one may choose to reconstruct the J/Ψ component from other charmonium (cc) states, such
as Ψ(2S). A larger data sample can also be obtained by extending the CP tag reconstruction to include
other CP-final states, however, this might impact the accuracy of the tag and the purity of the data
sample. Furthermore, in some channels it is possible to include a radiated, hard photon and then
perform an angular analysis of the daughter particles because the CP tag is encoded in their angular
distribution [5, 47].

2.3.2 Flavour Eigenstates
There are different approaches that can be used to reconstruct the decay-time flavour ξFlv of a B0 meson.
The obvious, albeit cumbersome, approach is to perform a full reconstruction of the meson and infer its
flavour from the daughter particles.

d

b

d

qu

νl

l+

W +

B0 K−

π−

(a) B0 → l+X

d

b

d

qu

l−

νl

W −

B0 K+

π+

(b) B0 → l−X ′

Fig. 7: Tree level Feynman diagrams of semileptonic neutral B meson decay.
Marked in red are particles that can be used to trace the flavour of the B
meson (also marked in red).

Typically, this is done by reconstructing
B mesons which decay semileptonically:
the charge of the lepton can then be
used to trace back the decay-time fla-
vour of the B meson. The projection
rules are given by
B0 → l+X and B0 → l−X ′

where l± denotes a charged lepton final
state and X/X ′ is the corresponding
hadronic final state7; Figure 7 shows the
Feynman diagrams of these processes for
illustration.

Similarly, one may use the charge of prompt or second level kaons/pions. However, the leptonic
tag provides the best tag efficiency and purity. Essentially, using the charge of hadrons instead of
leptons is more prone to error because hadrons are generally more difficult to reconstruct than leptons.

7 Obviously this is the observed final state, i.e. neutrinos/MET are not included.
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III Methodology 2 Redefining Transition 16

Distinguishing prompt and second-level particles is more difficult for hadrons than (charged) leptons
because the momentum and track resolution is much better for the latter. Hence, correct interpretation
of a decay chain such as

B̄0 →D+(∗)
e−ν̄e

�

K−π+µ+νµ

can be difficult: depending on whether the K− and/or π+ are interpreted as prompt (cf. Figure 7) or
second level particles, the estimated flavour of the B changes.

For maximum efficiency and accuracy, different flavour tag inputs are combined using a neural network.
This network then provides a likelihood for its flavour tag hypothesis, therefore propagating some
measure of credibility of the tag to the user. Section 6.1 in Chapter V discusses the flavour tagging
routine used by this analysis and results thereof in some more detail.
2.4 Quantifying the T -Violation
In this section, the approach that shall be used to quantify the extent of the T -violation is discussed.
2.4.1 Nomenclature
Each of the eight transitions building up the process pairs (cf. Table 2) that are used to measure a
symmetry S has a time-dependent decay rate gωα,β(∆τ), where

• subscript α ∈
{
l+, l−

}
denotes the flavour final state,

• subscript β ∈ {KS ,KL} denotes the CP final state,
• superscript ω denotes decay order:

ω = + ⇒ decay to α occurred before the decay to β ⇒ tα < tβ.
ω = − ⇒ decay to α occurred after the decay to β ⇒ tα > tβ.

Note that the subscripts denote the measured final states rather than those of the transition used for
measuring T -violation, cf. Section 2.2.

The signed proper time difference ∆t encodes the decay order of the two final states in its sign:

∆t = tβ
↑

CP-tag

−
flavour tag

↓
tα = ±

↑
ω

∆τ ,

where ti are the tagging times and ∆τ is the actual proper time difference (as defined in Section 2.1).

Using the signed proper time difference simplifies how measurement inefficiencies and ambiguities are
considered in the minimisation that is used to determine the symmetry parameters.
2.4.2 Applying T
A replacement ω=+ → ω=− (and vice versa) corresponds to ∆t exchange. However, because of the
technique used to measure both the initial and final state of the transitions, cf. Section 2.2, one must
switch the values held by ω, α, and β. Doing so ensures that the requirement for genuine T -violation,
cf. Section 3 in Chapter II, is fulfilled.

From the example given by Equation (5) and depicted in Figure 6 we can measure the decay rate for
α = l+, β = KS , and ω = + that is to say g+

l+,KS
(for the left hand side). Hence, in order to measure

the T -conjugate transition, the right hand side’s decay rate must be given by

α = l+
CP←−→ α′ = l−

β = KS CPT←−−→ β′ = KL

ω = + ω′ = −

 =⇒ g+
l+,KS

T←→ g−
l−,KL

,

which is also depicted in Figure 6. For CP and CPT the swapping rules for the indices are given by:

• For CP: This requires applying CP to a reference transition, e.g. to B0 → BCP , where BCP is
some (approximate) CP eigenstate (e.g. B− or B+ which obviously does not change under CP).
The conjugate transition B0 → BCP corresponds to an exchange of the value held by α.

16



17 2 Redefining Transition III Methodology

• For CPT : Sequential application of CP and T to a reference transition such as B0 → BCP yields
BCP → B0. In terms of final states this mapping corresponds to swapping the values held by β
and ω, i.e. exchange of the CP final state by its conjugate state and reversing of the decay order.

From this it is obvious that the combination of CP and CPT equals T , which is just the result to be
expected from the theory of symmetries.

2.4.3 Explicit Form
Quantum mechanics can be used to derive a general formula for the time-dependent decay rate gωα,β(∆τ).
This formula can be simplified assuming that ∆Γ ≈ 0 where ∆Γ is the decay width difference of the
two oscillating neutral meson states. Since this approximation holds true for the B meson system, it
can (and will) be applied in the analysis. The full formula is given in [47], the approximated solution is
given by Equation (6)

gωα,β(∆τ) ∝ e−Γ∆τ
[
1 +

interference from different
weak and strong phases︷ ︸︸ ︷
Cωα,β · cos(∆m∆τ) +Sωα,β · sin(∆m∆τ)︸ ︷︷ ︸

interference w/ and w/o mixing

]
, (6)

where ∆m is the mass difference, Γ is the average decay width of the two neutral states, and the
coefficients Cωα,β and Sωα,β are oscillation parameters whose sub- and superscripts follow the notation
introduced previously. This formula is by no means limited to a T -violation measurement: it is the
generic time-resolved decay probability distribution for a state that was once part of the coherent state
|ψ〉 (cf. Section 2.1).

The two oscillation components stem from different oscillation contributions, see Equation (6). In
the context of the SM8 it can be assumed that Cωα,β ≈ 0 and that Sωα,β is significantly different from
zero. For a symmetry S to be an invariant transformation, the absolute value of the coefficients of
two S-conjugate processes must be equal. It is thus useful to construct asymmetry parameters ∆CωS
and ∆SωS , which are differences of the coefficients for conjugate processes. The corresponding list of
asymmetry parameters is given in Table 13 in Appendix C.

If any of these asymmetry parameters significantly differs from zero, one must assume that the corres-
ponding transformation is violated.

2.4.4 Fitting to Data
For each event which has yielded a probable flavour and CP tag, the signed proper time difference ∆t is
calculated. The flavour and CP tags form four groups of events, for each group a distribution in ∆t is
obtained. By performing a fit to these distributions one can obtain the asymmetry parameters from
data.

The fit should be performed simultaneously, meaning to all four groups concurrently, in order to obtain
maximal significance of the result and enable the fit to counteract the effect of mis-tags. It is expected
that the number of reconstructed events will shrink significantly for increasing ∆t. This is a result of
the exponential dampening that can be found in Equation (6). Therefore, it is sensible to either perform
an unbinned fit or collect the data in bins of varying width and use a fit routine which can operate on
this data.

The natural choice for the PDF is the time dependent decay rate gωα,β given by Equation (6). However,
this formula neglects experimental uncertainties, among them the mis-tag rate (and thus dilution) of
the flavour tagging output. This can be solved by including the flavour mis-tag in Equation (6), thus
resulting in

hωα,β(∆τ) ∝(1− wtag) gωα,β(∆τ) + wtag g
ω
ᾱ,β(∆τ) , (7)

where ᾱ denotes the flavour state orthogonal to α and wtag gives the fraction of flavour states recon-
structed with the wrong flavour (i.e. l−X reconstructed as B0 or l+X reconstructed as B0).

8 I.e. assuming T -violation.
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III Methodology 2 Redefining Transition 18

Admittedly, the flavour mis-tag is not the only significant source of mis-assignment. The experimental
resolution of the time difference reconstruction mechanism introduces a smearing such that the observed
proper time difference ∆τrec may take unphysical negative values. Consequentially the sign of ∆t may
not be used directly to infer the order of the decays (i.e. the value of ω). To overcome this limitation,
the PDF is not constructed as a function of ∆τ (or ∆t for that matter) but rather as a function of the
reconstructed signed time difference ∆trec. Thence, the measured decay rates are convolutions of the
true decay rates and a resolution function R.

Following this scheme, the final PDF is no longer a function of ∆τ but rather ∆trec and is not parametrised
in terms of ω. It is given by

Hα,β(∆trec) ∝ h+
α,β(∆t) ·H(∆t)︸ ︷︷ ︸

flavour first

⊗R(δt;σ∆trec) + h−
α,β(−∆t) ·H(−∆t)︸ ︷︷ ︸

CP first

⊗R(δt;σ∆trec) , (8)

where hωα,β is defined by Equation (7), ∆t (∆trec) is the true (reconstructed) signed proper time
difference, H(∆t), is the Heaviside step function, and R(δt;σ∆trec) is the resolution function which
depends on δt := ∆trec −∆t and the estimated uncertainty on the signed proper time difference σ∆trec .
This resolution function is modelled as sum of multiple (BaBar: 3, Belle: 2) Gauss functions [5, 47, 61].
Typically, the mean µ and width σ of the composing distributions as well as their relative contribution
to R can be extracted from Monte-Carlo studies.

The first term in Equation (8) is related to the case ∆t > 0, meaning that the flavour tagged meson BFlv
decayed before the CP tagged meson BCP , while the second term is associated to the case ∆t < 0, i.e.
the decay to a flavour state occurred later. Consequently, the distribution Hα,β(∆trec > 0) is dominated
by events with ∆t > 0 with a dilution of wrong-timed events, i.e. events with ∆t < 0.9

9 Similarly Hα,β(∆trec < 0) is composed predominantly of events with ∆t < 0 and diluted by ∆t > 0 events.
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IV Experimental Apparatus

In this chapter the experimental and technical setup of the Belle experiment and the data used by this
analysis are described. Section 1 briefly discusses the accelerator that facilitates the Belle experiment.
In the following Section 2, the Belle detector itself — the experiment’s most fundamental core — is
described. Finally, in Section 3 the experimental and simulated data samples which are used throughout
this analysis are presented.

The Belle experiment is a high-energy particle physics experiment conducted by the Belle collaboration,
a multinational group of scientists, based at the High Energy Accelerator Research Organisation (kek)
in Tsukuba, Japan. Although operation of the kekb accelerator and Belle detector has ceased in 2010,
ongoing and new analyses are still being performed using the collected data. The experiment’s main
objective, the discovery and measurement of the CP-violation in the neutral B meson system, has been
long fulfilled.

1 The kekb Accelerator Facility
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Fig. 8: Schematic drawing of the kekb accelerator complex and
its experimental areas. Figure taken from [62].

The kekb accelerator [6, 62–65] was an asymmet-
ric e+e− collider which was operated by the kek.
It was located in Tsukuba, Japan, with its only
interaction point (IP) being occupied by the Belle
detector.

The collider had a circumference of 3 km and was
operated as a synchrotron with a single linear injec-
tion accelerator. It was composed of two storage
rings, one for each particle type. The electrons
and positrons were accelerated to their nominal
momenta prior to injection into the storage rings.
At the interaction point the two beams met un-
der a small inclination (also called beam crossing
angle) of θCross = 22 mrad; this nonzero crossing
angle was chosen for purely technical reasons [66].

Figure 8 shows the schematic layout of the kekb
accelerator complex including the locations of the
interaction point (Tsukuba Area) and the injection
system (Fuji Area).

For most of its operational time the centre-of-mass energy was set to
√
s = 10.58 GeV, corresponding to

the mass of the Υ(4S) bottomonium resonance. The corresponding beam energies are E(e−) = 8.0 GeV
and E(e+) = 3.5 GeV for the electron and positron beam respectively. Operation at this specific centre-
of-mass energy is what makes the kekb a so called B-Factory.
1.1 kekb as B-Factory
The mass of the Υ(4S) is just 20 MeV above the BB production threshold. However, since the Υ(4S) is
a bottomonium state, the branching fraction to a BB state is at more than 96 % [6].
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IV Experimental Apparatus 1 The kekb Accelerator Facility 20

During the 1980s the cusb and cleo experiments extensively studied the Υ(nS) bottomonium resonances;
Figure 9 shows a combined measurement of the hadron production cross section in e+e− collisions
σ
(
e+e− → hadrons, s

)
as a function of the centre-of-mass energy of

√
s. The different Υ(nS) resonance

peaks can be identified easily, note that the Υ(4S) peak lies above the BB production threshold and is
much less distinct when compared to the lower energy resonances.

Figure 10 shows the hadronic R ratio defined as

RHad(s) := σ
(
e+e− → hadrons, s

)
σ(e+e− → µ+µ−, s) ,

where σ
(
e+e− → µ+µ−, s

)
is the muon production cross section in e+e− collisions. In this plot the

y-axis is scaled such that the peak positions of the low energy resonances (n < 4) lie outside the plotted
range. Clearly the low energy peaks are much more narrow than the Υ(4S) peak.

The cross section for bottomonium production at the BB production threshold (
√
s = 10.58 GeV)

can be determined to be 1.1 nb [67] which is roughly a third of the production cross section for qq
(q ∈ {u, d, s, c}). Other relevant processes total to about 50 nb, these include τ -pair production, Bhabha
scattering, and two-photon interactions. However, the latter backgrounds can by removed efficiently
using software triggering. The resulting efficiencies are 99.1 % for the bottomonium and 79.5 % for qq;
the remaining contributions are reduced such that they total about 0.2 nb of data [67].

Fig. 9: Combined cross section measurement for
the process e+e− → hadrons around the bot-
tomonium production threshold by the cusb
and cleo experiments [68–71]; the BB produc-
tion threshold is marked in blue.

ARGUS
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CLEO

CLEO II
CUSB
DASP

DHHM
LENA
MD-1

Fig. 10: RHad(s) ratio as function of centre-of-mass energy
√

s for the
beauty threshold region. Figure taken from [6], refer to [72] for an
in-depth discussion of the depicted plot.

Since the kekb accelerator operated in this energy regime and due to the aforementioned features of
doing so, it produced copious amounts of B0B0 and B+B− pairs. This makes it an ideal apparatus for
performing CP-related studies.

1.2 Data and Luminosity
The kekb accelerator became operational in December 1998 and data taking, by the Belle experiment,
commenced about half a year later on the 1st of June 1999. During the following eleven years, Belle
logged a total integrated luminosity of LInt = 1040 fb−1 (about 700 fb−1 on resonance) which corresponds
to about 770 · 106 BB-pairs produced on-resonance. The instantaneous luminosity reached peak values
of L = 2.1 · 1034 cm−2 s−1 corresponding to roughly 20 BB pairs produced per second. With these
values the kekb surpassed its design specifications and set world records for the machine with the highest
instantaneous and integrated luminosity which are still unbroken to date [6].

In 2007 the kekb received an upgrade which included installation of crab cavities [73]. This addition
enabled harnessing the full beam power at the interaction point. It facilitated the luminosity records
since it counteracts the loss of luminosity due to the nonzero crossing angle. Without crab cavities
the beams do not collide truly head-on. This is caused by the shape of the particle bunches which are
stretched along the direction of the beam. Therefore, two colliding bunches have a reduced geometrical
cross section if they collide under an angle. The crab cavities give the particles in different regions of a
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21 1 The kekb Accelerator Facility IV Experimental Apparatus

bunch a kick in opposite directions thus rotating the bunch in the plane that is transverse to the beam.
At the interaction point the incident bunches are tilted with respect to the beam axis, however, doing
so restores the full geometrical cross section of the collision.
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Fig. 11: Time evolution of the integrated luminosity logged by
Belle. Figure taken from [74] which also contains a detailed
listing of LInt broken down by centre-of-mass energy.

The modus operandi of Belle followed the usual
scheme of data runs lasting between six and nine
months each year followed by shutdown periods
dedicated to machine maintenance and upgrade.
On the 30th of June 2010 operation of kekb and
hence Belle concluded in its final shutdown. Fig-
ure 11 shows the time evolution of the integrated
luminosity logged by Belle.

Belle collected most of its data with the accel-
erator running on the Υ(4S) resonance (about
71 %, cf. [74]). Additional data runs were taken
at the Υ(nS), n ∈ {1, 2, 3, 5} resonances. During
later periods of data taking, energy scans between
the Υ(4S) and Υ(6S) were performed. On top of
that, about 10 % of the running time were dedic-
ated to off-resonance data taking, at 60 MeV below
the respective resonance peak, for non-BB back-
ground estimation and studies. These off-resonance runs were conducted about every two months in
order to ensure chronological consistency of the measurement with the on-resonance data.

1.3 Asymmetric Beam Energies
The beam energies of the kekb were chosen to be asymmetrical in order to obtain a boosted centre-
of-mass system. Due to the small energy difference between the centre-of-mass energy and the Υ(4S)
mass, the bottomonium state would be nearly at rest in the laboratory frame for a symmetric setup.

By boosting the Υ(4S) system and hence its daughter particles, the experiment gains a handle onto
the time axis: in total the BB mesons will retain the Υ(4S) boost, however, since the mass difference
between the bottomonium state and the BB mesons is small, it can be expected that each meson
individually approximately retains the boost as well,1 hence βγ|Υ(4S) ≈ βγ|B ≈ βγ|B.

Since the boost βγ is a measure of velocity, one can calculate the proper time dτ which passed in the
rest frame of the particle while traversing a distance dz. Hence, having a boosted centre-of-mass system
enables to perform a time-resolved measurement of the B mesons decay; the relation for calculating the
proper time from the measured distance is given by

dτ = dz
c · β · γ

. (9)

The Υ(4S) boost can be calculated from the known energies of the electron and positron beams2 and
the beam crossing angle θCross using

βγ =

∣∣∣~pΥ(4S)

∣∣∣
E(Υ(4S)) ·

E(Υ(4S))
MΥ(4S)

=

√
E(e+)2 + E(e−)2 + 2E(e+)E(e−) · cos(θCross)

MΥ(4S)
to be βγ ≈ 0.425. On average, the B mesons will decay after traversing a distance of about 200 µm
measured from the Υ(4S) production vertex.

2 The Belle Detector
The Belle detector [66, 74] is a multi-purpose magnetic spectrometer with an angular coverage of 4π
that was built around the interaction point at the experimental area Tsukuba of the kekb accelerator.

1 The accuracy of this assumption depends on the amount of transverse momentum pT the B mesons have.
2 These energies are E(e−) = 8.0 GeV and E(e+) = 3.5 GeV respectively.
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It was designed as a precision instrument for measuring CP-violation using time-dependent analyses but
has since served many analyses including meson spectroscopy and rare decay searches.
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e- e+
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Fig. 12: Schematic drawing of the Belle detector and its subsystems [66].

Figure 12 shows a schematic drawing of the detector and its various subsystems. It is composed of barrel,
forward, and rear components, however, it is not perfectly symmetric with respect to the coordinate
origin: a small forward-backward asymmetry was introduced to match the expected asymmetry of the
physical events resulting from the boosted centre-of-mass system.

The detector is constructed such that its solenoid’s axis is aligned with the z-axis and thus in good
approximation with the beam axis. This design minimises the Lorentz force acting on the incident
low-energy positron beam.
2.1 Detector Subsystems
The different subsystems of the detector each fulfil specialised needs of the experiment: the Silicon
Vertex Detector (SVD) and the enclosing Central Drift Chamber (CDC) provide precision tracking
and a fine-grained vertex measurement. Particle identification, especially for charged kaons and
pions, is achieved using the dE/ dx measurements taken from the CDC, a system of Time-of-Flight
Counters (ToF), and a set of Aerogel Cherenkov Counters (ACC). Photons and neutral particles
are reconstructed by an Electromagnetic Calorimeter (ECL) — extended into the end caps by
the Extreme Forward Calorimeter (EFC) — which also helps at identifying electrons. These
inner detector subsystems are bathed in the magnetic field of a superconducting solenoid which enables
measuring the momenta of charged particles. Even further outwards is the KL/µ Detector Subsystem
(KLM) which is dedicated to the detection of the long lived KL meson and muons.

§1. The Silicon Vertex Detector (SVD) [66, 75–77] is the innermost detector subsystem and is
pivotal to the tracking of charged particles. It enables high resolution vertex reconstruction which is
essential for accurate tracking resolution and time-resolved analyses. Its precise and efficient operation
is crucial to this analysis.

Due to the low expected momentum of particles produced at Belle, the vertex resolution of the detector
is expected to be dominated by Coulomb-scattering. Hence, strict limits on the material footprint of
the two innermost detector components, SVD and CDC, were imposed. Furthermore, the innermost
layer of the SVD was moved as close as possible to the IP in order to improve the vertex resolution.3

3 The proximity in turn increases the expected radiation dose the respective SVD layers must tolerate.
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23 2 The Belle Detector IV Experimental Apparatus

The subsystem is built from four layers4 of double-sided silicon strip detectors arranged to form a barrel.
The layers are spaced at radii of 2.0, 4.35, 7.0, and 8.8 cm and surround the beam pipe. They are
covering the polar angle region of 17◦ < θ < 150◦,5 where θ is in the laboratory frame and measured
relative to the z-axis. The detector strips have pitches of 75 and 73 µm along z and 50 and 65 µm for
the rφ direction.

§2. The Central Drift Chamber (CDC) [66, 78, 79] is a small-cell cylindrical drift chamber. Its
main purpose is to provide second level tracking and to measure the particle momentum from their
track curvature.

The chamber is filled with a gas mixture acting as interaction material for impinging particles: electrons
and gas-ions are produced in the chamber by ionisation as a result of the incident particle’s passage; the
former drift towards the anode wires where they can be detected. From the amount of signal charge
measured by the readout for a given sensitive volume, the energy deposited in that volume can be
inferred. The relatively large volume of the CDC allows measuring the energy loss per unit path dE/ dx
within several independent volume segments. This quantity can then be used for particle identification.
The resolution obtained by this setup is σ(dE/ dx) = 6.9 % for minimum ionising particles.

By utilising a gas mixture of low Z-value the adverse effects of multiple Coulomb scattering are
minimised while at the same time retaining the ability to perform a dE/ dx measurement. The chamber
is traversed by 50 layers of anode wires (including 18 layers of stereo wires) which constitute the actual
detection component of the CDC. This geometrical setup provides three-dimensional measurements of
the trajectories of charged particles in the same polar angle coverage region as the SVD.

The trajectory measurement from the CDC is matched to SVD measurements in order to get a greatly
improved vertex resolution. Due to the strong magnetic field of the solenoid (cf. §6), charged particles
traversing the CDC will be forced on a curved trajectory. By measuring the curvature of their trajectory
one can then reconstruct their respective momenta.

§3. The Aerogel Cherenkov Counter (ACC) [66, 80, 81] provides additional particle identification
for high momentum incident particles (above 1.2 GeV). The main purpose of this subsystem is to provide
separation between the signals of charged pions and kaons. It encloses the CDC along the barrel and in
the forward direction.

Fundamentally, the ACC is a granular detector whose cells measure the Cherenkov light emitted by
impinging charged particles in the aerogel radiators. Cherenkov light is a phenomenon which emerges
when a particle traverses a material at a velocity which exceeds the speed of light in that medium.

The ACC used by Belle is a threshold type Cherenkov detector which identifies a particle’s species by
determining whether Cherenkov light is emitted or not. This information allows discriminating between
a heavy particle hypothesis (kaon, should not radiate) and a light particle hypothesis (pion, should
radiate) for a given (independently measured) incident particle momentum. By combining radiators
with different refractive indices, different separation regions can be defined.6

This subsystem is built from 1188 aerogel blocks which have refractive indices varying between 1.01 and
1.03 depending on the polar angle. Each ACC module is fitted with a fine-mesh photo-multiplier which
measures the Cherenkov radiation emitted in the aerogel radiator module.

§4. The Time-Of-Flight System (ToF) [66, 82, 83] encloses the ACC in the barrel region. Quite
like the ACC, the ToF system provides particle identification by means of estimating an impinging
particle’s mass from its momentum and velocity.

4 Up until 2003 there were only three layers arranged with a slightly tighter spacing.
5 Prior to the 2004 upgrade the polar angle coverage was 23° < θ < 139°.
6 In principle this also allows distinguishing between more than two types of particles, however, Belle uses the ACC

primarily for kaon to pion separation. However, proton to pion separation has been shown to work quite well with the
setup [81].
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The ToF system aims to measure the time difference between the collision time at the IP and the passage
of a daughter particle through the scintillator, thus measuring the daughter particle’s velocity. Given an
independent momentum measurement, the velocity can then be used to reject or accept a certain mass
hypothesis (and thus particle type hypothesis). The time-resolution of the ToF provides three standard
deviations (3σ) of separation between charged kaon and pion signals for momenta below 1 GeV and 2σ
up to momenta of 1.5 GeV.

The ToF system is composed of 128 plastic scintillators; the scintillation photons are measured on both
sides of the scintillator pieces by fine-mesh photo-multipliers. Angular coverage of the ToF system is
34° < θ < 120° for the polar angle.

§5. The Electromagnetic Calorimeter (ECL) [66, 84, 85] provides calorimetry to the Belle
detector: its main purpose is the measurement of the energy deposition of electrons and photons.

An impinging particle creates and electromagnetic shower within the ECL’s cells. The scintillating
material within the cells gets excited by the shower particles and emits some light during de-excitation.
This emission is then measured by photo-diodes located at the end of each cell. The amount of light
collected by the readout system is proportional to the shower size and thus the energy of the impinging
particle.

The ECL subsystem is constructed from a total of 8736 CsI(Tl) crystals around the barrel and on the
end caps. Each calorimeter cell is fitted with a photo-diode at its end, the readout system is installed in
the solenoid’s coil. The angular coverage of the ECL is the same as for SVD and CDC; the thickness of
the whole ECL system is approximately 16 times the radiation length X0 of the material.

Electrons (and positrons) are detected by bremsstrahlung and pair-production, yielding characteristic
cluster shapes in the ECL. This can be used along with the dE/ dx measurement from the CDC and
the ratio of ECL cluster energy and absolute particle momentum to provide a highly significant electron
identification scheme.

§6. The Solenoid [66] creates a homogeneous magnetic field of 1.5 T flux strength inside the barrel.
This magnetic field directs charged particles along curved trajectories from which their momentum can
be reconstructed. It encloses all detector subsystems except for the KLM (cf. §7) within its cylindrical
volume of 3.4 m× 4.4 m (diameter × length).

§7. The KL/µ Detector (KLM) [86, 87] is the outermost active part of the Belle detector and
serves two purposes: 1. its metal structure serves as return yoke for the magnetic flux of the enclosed
solenoid, and 2. it is a detection subsystem dedicated to measuring long-lived, deeply penetrating
particles, namely the KL and the muon.7

This subsystem consists of a central barrel component, which also contains flux return plates, and two
end cap sections.

The working principle is similar to that of a sampling calorimeter: layers of an absorber material (4.7 cm
of iron) are interleaved with a charged particle detection system (resistive plate counters, RPC). An
incident particle showers in the absorber and the newly produced charged particles can be detected
in the detection layer. The barrel (endcap) section consists of 14 iron layers, each with a thickness of
4.7 cm, and 15 (14) detection layers. Each detection layer, called RPC superlayer, consists of two RPC
modules.

As a whole, the iron plates provide a thickness of 3.9 interaction lengths (X0), the angular coverage
is 20° < θ < 155° in the polar angle. Unlike the ECL, the KLM does not provide a measurement of
the deposited energy, hence it only allows to measure a particle’s direction of movement but not its
momentum. The multiplicity weighted spatial resolution of this system is 1.2 cm which gives an angular
resolution of less than 10 mrad from the IP [66].

7 The interaction length of both muons and KL mesons is significantly larger than that of the ordinary hadrons and
leptons that are to be expected during operation.
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The KLM provides separation of KL and µ signals for momenta greater than 600 MeV. Its sandwich
structure allows muon/charged hadron separation based on the signal’s cluster shape (amount of
transverse scattering) and the particle charge (distance before stopping in the material). Furthermore,
if a charged trajectory can be matched to a KLM cluster, the hit is assumed to stem from a muon.

3 Data Samples
The following section discusses the data samples that are used by this analysis. Generally, the data
are grouped in experiments — each corresponding to a data taking period — of vastly varying size.
Both the Monte-Carlo (MC) and experimental data used by this analysis come from the experiments
31–51, 55–65.8 The analysis does not use data samples taken earlier than experiment 31 because those
data were taken before installation of the SVD upgrade (called SVD II [76]) which greatly increased the
vertexing performance.9 Because a high-precision vertex reconstruction is crucial to this analysis, the
loss of statistics should be countered by the better resolution. All data samples have been preprocessed
using the most recent version (b20090127_0910) of the Belle reconstruction software.
3.1 Monte-Carlo Data
The analysis is developed and evaluated using official Belle generic MC data samples. Data generation is
essentially a three-step process

1. The bare e+e− collision and the resulting physical decays are simulated using the EvtGen package
(also called cleo QQ generator) [88]. This program models individual decay types using decay
tables which encode the possible decays, their respective branching fractions, and the decay specific
model (e.g. whether to include photon radiation etc.).

2. Using the the GEANT 3 [89, 90] package, the interactions of the particles produced in step 1. with
the detector material are simulated. Afterwards additional background sources not related to the
actual particle collision, such as beam bremsstrahlung, are introduced into the data set. These
beam induced backgrounds are not simulated but rather taken from experimental data [66].
This step records the detector response of the Belle apparatus in the same way it would be recorded
during normal operation with experimental data.

3. Finally the reconstruction and filtering algorithms (the preprocessing stage) are applied to the
data. Hence, most inefficiencies and inaccuracies resulting from these algorithms should be found
in the MC data to the same extent as in experimental data. All remaining differences are absorbed
as systematic uncertainties.

In Section 1.1 the basic composition of the preprocessed data was already discussed; to recapitulate, the
data are composed nearly exclusively of qq, q ∈ {u, d, s, c, b} events.

Samples
resonant continuum

Mixed Charged Charm uds

Υ(4S)

e+

e− B0

B0

Υ(4S)

e+

e− B+

B− e+

e− c

c e+

e− u, d, s

u, d, s

12.2 % 12.2 % 29.0 % 46.7 %

Tab. 3: List of data sample types used in this analysis. Depicted are il-
lustrations of the physical process, the flow of time in these diagrams is
top-to-bottom. Also listed are the approximate relative contributions f of
the different types to a measured data set. The final particles for each
type may decay generically except for the b quark of the bottom mesons
which always decays to a c quark (charge conjugates implied).

The MC samples are accordingly cat-
egorised in four main contributions,
Mixed, Charged, Charm, and uds.
Table 3 lists the sample types along
with a graphical representation of the
corresponding physical process and the
relative contribution f to the total data
sample.

Obviously the signal is a subcategory
of the Mixed sample type, it will be
denoted by the label Signal. The non-
signal component of the Mixed type data
will be denoted by the label Mixed or
B0B0 9 J/ΨK0 +X.

8 Even experiment numbers are not used.
9 This choice reduces the amount of data available to the analysis from the values quoted in Section 1.2 to LInt ≈ 560 fb

corresponding to roughly 619 · 106 BB pairs.

25



IV Experimental Apparatus 3 Data Samples 26

3.2 Experimental Data
The experimental data have been pre-filtered (skimmed) using the psi_skim which targets events
involving B → J/ΨX transitions. In Belle a skim is a data subset which has a reduced background
contribution without loss of signal events. By using a skim the CPU time required to run the full
analysis can be reduced without loss of generality because the skimming should never remove events
which pass the full analysis.

Among other things, the psi_skim imposes that the event contains two oppositely charged signal-like
leptons (electrons, muons). That is to say, their four-momentum sum must correspond to a J/Ψ-like
candidate, i.e. its invariant mass must be compatible with that of the J/Ψ. This is the name-giving
skim criterion since it enriches events with a J/Ψ. Some more filtering criteria are: at least three good 10

charged tracks, a total visible energy which exceeds 20 % of the centre-of-mass energy, and a continuum
suppression cut (cf. Section 8 in Chapter V).

10 That is to say with pT > 0.1 GeV and radial respectively lateral distance to Interaction Point (IP) of dr < 2.0 cm and
dz < 4.0 cm.
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V The Event Reconstruction

This chapter documents the bulk of the analysis: the overall process and the methods involved in the
reconstruction of the observables required for performing a measurement of the T -violation.

In the first section, the concrete implementation of the method that introduced in Chapter III will be
outlined briefly. The specifics of the object reconstruction and the problems encountered during its
implementation are then discussed in Sections 2 to 6. Section 7 discusses the final reconstruction step,
the data set refinement. Finally, Section 8 briefly discusses continuum suppression, which is used by the
data refinement.

1 Recipe
Following the abstract methodology presented in Chapter III, the concrete reconstruction recipe can be
formulated as follows.

1. Reconstruct candidates for the J/Ψ, KS , and KL particles.
2. For each pairing J/ΨKS and J/ΨKL reconstruct a BCP candidate. Filter this collection of BCP

candidates to select one final object. By doing so, the CP tag ξCP of the event is determined.
Furthermore, reconstruct the decay vertex VCP of the BCP .

3. Use the remaining particle objects of the event to infer the flavour tag ξFlv of the BFlv. Then
reconstruct the decay vertex VFlv of the BFlv.

4. Reconstruct the signed proper time difference ∆τ from the decay vertices VCP and VFlv using Equa-
tion (9).

5. Refine the data set, that is to say reduce the amount of background events to a reasonably low
contribution.

This analysis is implemented using the Belle Analysis Software Framework (BASF) [91–93] and the ROOT
framework [94–96].1 Some design decisions are based on specifics of the BASF or the Belle experiment,
refer to Chapter IV for a discussion of the Belle experiment, its detector, and the data samples used in
this analysis.

The data processed by the reconstruction algorithm can be accessed from so called data tables, each
table corresponds to a different type (e.g. charged particle, photon candidate, etc.) of reconstructed
object.

2 Reconstructing the J/Ψ

Since the J/Ψ is a neutral particle it cannot be measured directly: fundamentally the detector systems
can only measure the energy deposition of charged particles.2 Instead, it must be reconstructed from its
daughter particles, hereby restricting the possible decay modes to those which result in charged particles.

1 Using the versions b20090127_0910 (final version) and 5.34.18 respectively.
2 In practice, neutral particles can be measured if they interact on a microscopic scale with the detector material hereby

producing charged particles.
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V The Event Reconstruction 2 Reconstructing the J/Ψ 28

In order to simplify the reconstruction procedure and increase purity, the analysis is restricted to use
leptonically decaying J/Ψ mesons.3 The required decay signature is given by

J/Ψ→ l+l− for l ∈ [e, µ] .
The preprocessed data samples provide a collection of particles reconstructed from charged tracks, the
Mdst_charged data table. This collection is used as input to the routines reconstructing electrons and
muons. The reconstruction of positrons and anti-muons is completely analogous to that of electrons and
muons; the determining difference lies in the sign of the reconstructed charge.

Reconstruction of charged particles is performed by [97, 98]

1st reconstruction of charged tracks in the CDC by matching individual hits to form a trajectory,
2nd matching of CDC tracks to SVD hits, and
3rd extrapolation of the tracks into the outer detectors to their respective stopping point or their

escape from the detector.

2.1 Electron Reconstruction
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Fig. 13: Typical distribution of the Leid likelihood ratio [97].

An electron appears as a charged track in the
inner subdetectors. Due to the external magnetic
field the electron track is curled with its curvature
depending on the electron’s momentum, its track
may even be helical.

As a first stage filtering it is required that the fitted
track originates close to the IP: the separation
along z and r may not exceed 4 cm respectively
2 cm.

Afterwards the electron hypothesis is evaluated
using the eid tagging routine [82, 97]. This tag-
ging algorithm builds a normalised electron like-
lihood Leid using various input variables created
from the CDC, ACC, and ECL subdetector sig-
nals.4 Figure 13 shows the distribution of Leid
for an input sample of electrons and charged pi-
ons. Using this algorithm an electron efficiency of
(92.4± 0.4) % at a π± fake rate of (0.25± 0.02) %
is achieved [97].

2.2 Muon Reconstruction
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Fig. 14: Distribution of the Lmuid likelihood for muons and pions,
shown in red and blue respectively [82].

Muons deposit significantly less energy in the inner
detectors when compared to electrons. Due to the
low interaction probability of muons, the ECL can
be used as high-efficiency muon identifier. This is
done by selecting tracks which pass through the
complete ECL and deposit an amount of energy
which is roughly equal to the minimum-ionising
deposit [98]. Furthermore, any charged tracks
reconstructed in the KLM are likely of muonic
origin.

Muonic tracks are required to fulfil the same requirements on the proximity to the IP as electron tracks,
cf. Section 2.1.
3 Leptons can be detected and reconstructed with much better accuracy than hadrons.
4 Such as the reduced chisquare goodness-of-fit classifier χ2

red of the electron track fit, the energy-to-momentum ratio
E/p, the ECL shower shape, the observed dE/ dx, and the number of measured photo-electrons per refractive index
of the ACC [82].
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29 2 Reconstructing the J/Ψ V The Event Reconstruction

The muon hypothesis is evaluated using the muid tagging routine [82, 87, 98]. First level muon
identification comes from a track-to-KLM-cluster matching routine. For each remaining candidate
track a normalised muon likelihood Lmuid, cf. Figure 14, is calculated using the track’s range and
transverse scattering in the KLM as inputs. Using this algorithm an averaged muon selection efficiency
of roughly 90 % at a pion (kaon) fake rate of about 1.4 % (1.7 %) is achieved for momenta between 1.0
and 3.0 GeV [98].

2.3 Forming and Selecting Dilepton Candidates
For each pair of oppositely charged electrons (and muons respectively) a J/Ψ candidate is formed by
combining the lepton four-momenta. At the same time a vertex fit, using the kvertexfitter package
of the BASF, is performed using the lepton tracks and the detector geometry (specifically the magnetic
field) as input. Using the newly reconstructed vertex, the J/Ψ four-momentum origin (i.e. its decay
vertex VJ/Ψ) is recalculated. Only candidates with a successful vertex fit are considered for further
selection.
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Fig. 15: Invariant mass distribution of the reconstructed J/Ψ candidates
shown for the different MC samples.

Afterwards kinematic cuts on the mass
and the absolute value of the three mo-
mentum of the dilepton candidate are
used to filter the collection. The candi-
date’s mass, for example, must match
the nominal mass MJ/Ψ within a few
hundred MeV, refer to Appendix D for
a complete list of cuts.

Figure 15 shows the invariant mass dis-
tribution of the reconstructed J/Ψ can-
didates (i.e. the dilepton-mass). One
can clearly identify the mass peak with
its maximum around the nominal J/Ψ
mass and an asymmetric tail towards
lower values. This is a result of unac-
counted energy due to measurement in-
efficiencies, photon radiation, and other
effects. The sudden increase in the dis-
tribution at MJ/Ψ ≈ 3.036 GeV is a res-
ult of the fact that the lower invariant mass cut for J/Ψ candidates of muonic origin is larger than that
for candidates reconstructed from electrons, cf. Table 14 in Appendix D. Following this reconstruction
scheme, a fake rate (i.e. the contribution of candidates which are non-J/Ψ) of 17.05 % is achieved. Note
that the distribution and the resulting numbers have not been corrected for MC deficiencies and/or
acceptance.

3 Reconstructing the KS

The KS candidates in this analysis are reconstructed from the two-pion decay mode. However, in order
to simplify the procedure and increase both purity and efficiency, only the decay to charged pions is
considered. Candidates are taken from the Mdst_vee2 table which contains particle candidates that are
reconstructed as so called V 0 particles.

3.1 The V 0 Particle
A V 0 particle is a neutral pseudo-particle that is reconstructed from two oppositely charged tracks
which form a shape similar to the letter V. This shape would be expected from a two-prong decay of a
signal KS to two pions since the two daughters are expected to share the KS momentum evenly and
their respective momentum is expected to be large. Other particles which exhibit a similar event shape
are the Λ and Λ baryons, which decay to a pπ− (pπ+ respectively) pair, and converted photons, i.e.
γ → e+e−.
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V The Event Reconstruction 3 Reconstructing the KS 30

The complete set of V 0 candidates is obtained by combining all possible pairs of oppositely charged
tracks in the event. Afterwards a vertex fit using the two input tracks is performed to determine the V 0

decay vertex. Different V 0 hypotheses can then be evaluated by combining the daughter particles using
their respective mass hypothesis. That is to say the KS hypothesis is evaluated by 1. reconstructing the
four-momentum of the positive (negative) track by imposing that its mass should be equal to that of the
positive (negative) pion, 2. calculating the KS four-momentum by combining the partial four-momenta,
and 3. requiring that the resulting invariant mass be a good match for a KS . The χ2

red goodness-of-fit
classifier of the reconstructed vertex and its position relative to the IP can be used for additional filtering.

3.2 Identifying the KS
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Fig. 16: Invariant mass distribution of the reconstructed KS candidates
shown for the different MC samples.

A first level identification scheme for
the KS was already discussed in the
previous section: the mass hypothesis
selection of the V 0. After this prelimin-
ary selection stage the KS hypothesis is
further evaluated using the particle ID
package FindKs [82, 99]. This package
applies cuts on geometric variables such
as the flight path length of the KS can-
didate and the azimuthal angle between
the reconstructed KS momentum vec-
tor and the fitted decay vertex vector.
The cuts have been optimised w.r.t. the
ratio S/

√
S +B — where S (B) is the

number of signal (background) events
passing the selection — using MC data.
This optimisation provides an overall
signal-to-noise ratio S/N of 23.5 (13.7)
for MC (data) at an efficiency of 75.6 %
(74.0 %) [99].5

The reconstructed invariant mass distribution of the KS candidates is shown in Figure 16. This
distribution shows a clear peak centred on the nominal KS mass and has, as is expected, symmetric
tails.6 The fake rate (i.e. the contribution of candidates which are non-KS) of this reconstruction scheme
is at an excellent 3.8 %. Note that the distribution and the resulting numbers have not been corrected
for MC deficiencies and/or acceptance.

4 Reconstructing the KL

The KL meson is a very long lived particle which makes it strenuous to detect it properly. Using the
minimum truth-level momentum of the KS and KL candidates and their respective mass and mean
lifetime, one can calculate their mean expected survival distance to be 6.5 cm and 37.56 m respectively.
The latter figure is well outside the farthest detector component, whereas the former resides safely
within the SVD (cf. Figure 12 and Section 2 in Chapter IV in general).

Hence, unlike the J/Ψ and KS , the KL cannot be reconstructed explicitly from its daughter particles;
detection must rely on calorimetry, i.e. detection by destruction. The KLM subdetector is built such
it poses a barrier which is thick enough that most KL candidates will come to rest within its corpus.
Naturally, this approach limits the possible accuracy of the reconstruction:

• Without daughter particle tracks, the flight-path (and thus vertex) resolution suffers greatly.
• The volume of the detection cells of ECL and (more importantly) KLM are significantly larger

5 For data these numbers have been estimated from fits to the distributions of kinematic variables.
6 No significant photon radiation by the pions is to be expected.
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31 4 Reconstructing the KL V The Event Reconstruction

than those of the inner detector components.7 Comparing a residual of 1.2 cm (KLM) to pixel
pitches of at most 75 µm (SVD) makes the loss of accuracy rather obvious.

• Due to the method that is used for detection, the spatial resolution degrades even further: by
forcing the incident particle to shower in the absorber material, its original trajectory is disturbed
and the shower size is significantly larger than the ionisation cloud of a particle traversing a silicon
pixel sensor.

• Because there is no track based momentum reconstruction, the only chance to obtain an energy
estimate for the incident particle comes from the deposited energy. However, the energy resolution
of the ECL detector cannot compete with a track based reconstruction. Moreover, the KLM does
not provide an energy estimate.

Fundamentally however, reconstruction of a KL candidate is simple:

1st combine KLM hits to form clusters,
2nd reject clusters which can be matched to a charged track extrapolated from the CDC within 15°,

and
3rd for all remaining clusters the track is determined as a straight line pointing from the IP to the

centre-of-gravity of the respective cluster.

Optional information from the ECL can be added if it can be matched and there is no conflicting
track. With the Mdst_klong collection the BASF provides a collection of candidates that have been
reconstructed in this manner.

Additional filtering is then performed by applying cuts on the number of hit layers in the KLM, the
angular separation to the next charged track, the angular separation between the KLM and ECL tracks
(if available), and the ECL signal (also if available); the complete list of cuts can be found in Appendix D.
Following this scheme a fake rate (non-KL particles in the KL sample) of 46 % is obtained.

For further study and selection it is beneficial to obtain an estimate of the KL momentum: the following
section discusses the method used by this analysis. Note that the approach requires a reconstructed
J/Ψ candidate and expects the event to be of signal-type.
4.1 Estimating the Four-Momentum
The only properly measured kinematic property of the KL is the direction of its three-momentum #̂»pKL

in the laboratory frame.8 In order to obtain an estimate of the KL four-momentum, two KL quantities
must be inferred: its energy in the lab frame EKL

and the absolute value of its three-momentum in the
lab frame pKL

.

The estimate of the KL four-momentum assumes that

1 The candidate is truly a KL, hence its invariant mass
√
P 2
KL

must be equal to the reference value
of the KL mass MKL

.
2 There are no additional daughter particles of the BCP , hence

P 2
BCP

!=
(
PJ/Ψ +KL

)2 != M2
B0 .

3 The beam energy in the centre-of-mass frame is split evenly between the two B mesons, therefore
1
2E

[c.m.]
Beam

!= E
[c.m.]
BCP

and thus with 2
1
2E

[c.m.]
Beam

!= E
[c.m.]
KL

+ E
[c.m.]
J/Ψ .

By rearranging Equation (10) the absolute three-momentum in the lab frame pKL
can be expressed

in terms of the nominal mass and lab frame energy (following assumption 1); the unphysical negative
solution is rejected.

M2
KL

= E2
KL
− #»p 2

KL
= E2

KL
− p2

KL
(10)

⇒ pKL
= +

√
E2
KL
−M2

KL
(11)

7 Because they are further out — and thus occupy a much larger volume — instrumenting them with the same granularity
is simply too expensive.

8 Henceforth known as lab frame.
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The generic boost formula given by Equation (12), where #»

β is the boost-vector and γ the Lorentz
factor, can be rewritten using #»pKL

:= pKL
· #̂»pKL

and Equation (11) to yield Equation (13).

E
[c.m.]
KL

= γ
(
EKL

+ #»

β · #»pKL

)
(12)

= γEKL
+ γ

#»

β · #̂»pKL

√
E2
KL
−M2

KL
(13)

= 1
2
(
E

[c.m.]
Beam − E

[c.m.]
J/Ψ

)
(14)

Using assumption 3 the centre-of-mass energy of the KL must be given by Equation (14).

The combination of Equations (13) and (14) is fully determined using the measured KL and J/Ψ data
as well as the known centre-of-mass energy and boost. Solving the resulting equation for EKL

yields
two solutions, however, MC tests revealed that the negative solution provides a more accurate estimate.
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Fig. 17: Difference between estimated and truth-level absolute value of
three-momentum of the KL in the lab frame for the different MC samples.

Figure 17 shows the distribution of the
difference between the truth-level ab-
solute three-momentum pKL,Truth and
its estimated lab frame counterpart pKL

for the different MC samples. Further
examination shows that for 82.8 % of
the signal events — which are treated
using the above method — the result-
ing value for pKL

lies within 200 MeV
of the true value. This number should
be compared to the mean and RMS of
the truth-level pKL

distribution which
are 1.86 GeV and 360 MeV respectively.

It can be found that the estimate typ-
ically overestimates pKL

whenever the
absolute difference

|pKL,Truth − pKL,Reco|
is larger than 200 MeV. This can be
attributed to the assumptions 2 and 3 of the above listing: the overestimate is a result of some
unaccounted energy and/or momentum component in the above equations. Possible sources are photon
radiation or a nonzero pT of the BCP .

Clearly the distributions for the non-signal contributions are not zero-centred and tend to have large,
negative values. However, this is not surprising because the assumptions that are used for the calculation
cannot be correct for the non-signal samples.

5 Reconstructing the BCP

The steps taken to create the CP-even and -odd BCP candidates are outlined in Sections 5.1 and 5.2
respectively. Following that, the procedure for selecting a final BCP candidate and thus obtaining the
event’s CP tag is discussed in Section 5.3.

5.1 Obtaining CP-even Candidates
A list of B+ candidates is created by forming the pairwise combinations of all J/Ψ and KL candidates. For
each candidate the expected KL direction #»eKL

is calculated from the reconstructed J/Ψ four-momentum
PJ/Ψ; the calculation follows a simple procedure:

1st The J/Ψ four-momentum P
[c.m.]
J/Ψ is calculated by boosting PJ/Ψ using the well-known centre-of-

mass boost vector #»

β , then
2nd the sign of the spatial components of the boosted vector are reversed, and finally
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33 5 Reconstructing the BCP V The Event Reconstruction

3rd the resulting four-vector is boosted back to the lab frame; #»eKL
is given as the unit-length

three-momentum of the four-vector obtained by the previous steps.

For the expected KL direction to be correct, one must assume that there is in fact a signal decay
B → J/ΨKL — which is obviously a two-body decay — and that the B carries half of the momentum
of the Υ(4S).

Following the calculation, the angular separation ∆ϕKL
between #»eKL

and the reconstructed KL

three-momentum direction #̂»pKL
is used as a cut variable. Additional cuts are applied on the absolute

values of the J/Ψ and BCP three-momenta, and the ∆MBC variable. Refer to Appendix D for a complete
list of cuts and definitions of the cut variables.

While in the development stage various additional kinematic variables have been trialled for filtering of
the BCP candidates. However, detailed study of the performance of the cut based selection has shown
that the resulting signal purity and selection efficiency is rather low. It proved more efficient to use
a multivariate selection method. Hence, the cuts applied at this stage of the selection procedure are
relatively loose in order to obtain a larger data sample which is then filtered more thoroughly and
efficiently using the multivariate selection. The method that was used and its performance are discussed
in Section 7.

5.2 Obtaining CP-odd Candidates
For each pair of J/Ψ and KS a B− candidate is created by calculating the four-vector sum. This
candidate list is trimmed by applying cuts on the absolute values of the three-momenta of the J/Ψ and
the resulting B−. Refer to Appendix D for a listing of the cut values.

During development of the analysis several additional selection criteria based on kinematic vari-
ables — such as the B− invariant mass, the ∆E and MBC variables, and others — have been im-
plemented and their performance was evaluated. However, using those variables at this stage of the
analysis procedure and within a classical cut-based selection scheme was discontinued in favour of a
multivariate selection method; this method is discussed in Section 7.

5.3 Selecting the Final Candidate
If there is one single BCP candidate that has matched the B+ or B− quality cuts, it is accepted without
further selection. In the case of multiple BCP candidates, the event is vetoed if the candidates do
not share the same CP eigenvalue ξCP . Otherwise, the candidates are filtered, yielding a single BCP
candidate; the filtering method depends on the candidates’ CP eigenvalue ξCP :

ξCP = + Due to the poor reconstruction of the KL, a cut on the invariant mass of the BCP is
impractical. Hence, the quality of the candidate is evaluated using the ∆ϕKL

variable,
cf. Appendix D, of its KL daughter. The BCP candidate which corresponds to minimal
∆ϕKL

, i.e. whose KL daughter has the minimal angular deviation from its expected
trajectory, is selected.

ξCP = − The candidate whose reconstructed mass has the smallest deviation from the nominal
B0 meson mass is selected.

Data Type Veto Result
Signal Reduction by 9.5 %
Charged Reduction by 3.8 %
Charm Reduction by 4.6 %
Mixed Reduction by 3.8 %
uds Reduction by 4.4 %

Tab. 4: Result of applying dual-CP tag veto on the differ-
ent data types.

Implementation of the selection as an event veto in the
case of heterogeneous CP tags surely is not the optimal
approach. However, the studies performed as part of
this analysis have not produced a viable approach to be
used for reducing the ambiguity of a differing CP tag.

The relative data reductions resulting from applying
the dual-CP tag veto are listed in Table 4.
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Obviously the reduction by the veto is most severe for the signal sample. This effect can be attributed to
the fact that a signal event should actually behave like the expected type of event whereas a background
event should not. Hence, it is more likely for a signal event to be interpreted in a way that provides two
candidates which match the expectation — and thus trigger the veto — than it is for a background-type
event.

A dedicated study or a subsequent analysis should further investigate the selection method and specifically
the dual-CP tag veto. By analysing the MC truth record the above hypothesis can be verified or replaced
by a better explanation. Doing so surely is worthwhile even if this is done only in order to better
understand the sources of the wrong-sign CP tag.

5.4 The VCP Vertex
In this analysis, the decay vertex VCP of the BCP is set to the vertex VJ/Ψ reconstructed for the J/Ψ.
This decision was based on the following aspects:

1. Given the largest truth-level momentum observed for any J/Ψ candidate of this analysis (which
is roughly 3.6 GeV) and the known J/Ψ mass and lifetime [6], the expected distance traversed
by a J/Ψ is about 2.44 · 10−6 µm. This distance is well below any realistically achievable vertex
resolution, hence the truth-level displacement of VJ/Ψ and VCP is negligible.

2. Inclusion of the KS in the vertex fit does not yield a significant increase in accuracy. Inclusion of the
KL in the fit is not sensible altogether because its kinematic properties can only be reconstructed
poorly: the track resolution for the KL is at the order of a centimetre.

3. By excluding the KS the procedure is more consistent: the accuracy of the J/Ψ vertex should not
depend on the CP eigenvalue of its K0 sibling. By specifically excluding the KS,L it is guaranteed
that the performance of the BCP vertex reconstruction does not depend on its CP eigenvalue
either.
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Fig. 18: Distribution of residual (truth value minus reconstructed value) of
the z-coordinate of the BCP vertex.

Figure 18 shows the residual distribu-
tion of the BCP vertex. Only the signal
contribution of the MC data was used
for this plot because ztru

CP is not defined
for the background. The distribution
shows no apparent asymmetry and is
sufficiently well zero-centred.

The mean value of the ztru
CP distribu-

tion is roughly −1.5 mm at a root mean
square (RMS) of 3.5 mm. Compar-
ing the RMS of the residual distribu-
tion — which is an estimate for the error
on the VCP vertex measurement — to
those numbers shows that the expec-
ted uncertainty is roughly 1.4 % of the
RMS of the quantity to be estimated.
Obviously the CP-vertex can be recon-
structed with acceptable accuracy.
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35 5 Reconstructing the BCP V The Event Reconstruction

6 Reconstructing the BFlv
The BFlv reconstruction consists of two steps: 1. estimation of the event’s flavour tag — discussed
in Section 6.1 — and 2. reconstruction of the BCP decay vertex — presented in Section 6.2.

6.1 Flavour Tagging
The flavour tag is performed using the Hamlet [100, 101] package of the BASF.

6.1.1 Tagging Procedure

Fig. 19: Illustration of the CP- and flavour-arm of a B− signal
event. The event configuration of a B+ can be defined
analogously.

Using the pseudo-particle obtained from the BCP
reconstruction, a CP arm of the event is defined;
this is marked in green in Figure 19. The Hamlet
routines use the other arm of the event (i.e. the
whole event except for the BCP particle and its
daughters, marked in yellow in the illustration)
and infer a flavour tag. By construction, this
flavour tag should coincide with the flavour of
the BFlv meson. Naturally the reconstruction
level flavour-arm can only contain visible particles,
i.e. neutrinos are only considered as missing four-
momentum; neutral particles may contribute if
they decay to charged particles within the detector
acceptance or are measured by the calorimeter.

The basic flavour tagging principle was already
discussed in Section 2.3.2 in Chapter III. In this
analysis, the Hamlet package is configured to use a multi-dimensional likelihood approach for flavour
tag determination. The flavour tagging strategy used internally was designed to maximise the effective
tagging efficiency eeff (defined by Equation (15) further below).

Fundamentally, Hamlet performs a lookup of a discriminator variable from a multidimensional lookup
table, which was calculated from MC data. The lookup requires inputs from various particle ID tagging
routines and kinematic variables (all of this is done internally). A list of transitions which are used by
Hamlet to infer a flavour-tag can be found in [101]. Unfortunately the flavour tagging scheme cannot
determine the correct flavour of the B mesons from the measured final state particles in all cases. Among
other things, this may be caused by [101]:

• Inefficiencies in the particle detection (detector acceptance, etc.), reconstruction (e.g. software
trigger levels), and identification.

• A B meson decaying through a decay chain which does not encode its flavour eigenvalue, e.g.
D0π0 → K0π0π0.

• Decays through processes producing final state particles which have little information about the
initial state flavour.

Furthermore the flavour tagging may fail because the CP-side of the event has been reconstructed
incorrectly: by removing flavour-encoding particles from the tagging arm, which then also retains
particles from the CP arm, the flavour tag becomes unreliable.

6.1.2 Tagging Performance
An important quantity for evaluating the tagging algorithm’s performance is the wrong tag probability
wtag — that is the fraction of wrongly tagged events — which can be used to calculate the dilution
factor D:

D := 1− 2 · wtag .

The dilution factor relates the true process amplitude ATrue with the diluted (measured) amplitude
AMeas:

AMeas = D ·ATrue .
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Precise knowledge of the dilution factor is crucial for a competitive measurement. Moreover, it can be
used to weight events according to the credibility of their flavour tag. Another variable quantifying the
performance of the tagging is the tagging efficiency εtag, which is defined as

εtag := Number of events tagged as X
Number of events truly being X in input

.

For both groups excellent tagging efficiencies of roughly εtag = 99.8 % are achieved which is in perfect
agreement with the expectation [101]. A combined performance discriminator is the effective efficiency
eeff given by

eeff := εtag · (1− 2 · wtag)2 = εtag · D2 . (15)
In order to optimise the flavour tagging algorithm one must optimise it for maximum eeff. It has been
found that this can be done more efficiently if events that fall in different ranges of wtag are treated
differently [101].

Typically, the quantity wtag can only be determined from MC data. However, the flavour tagging
algorithm has been designed such that it allows extracting this value on an event-by-event basis from
data. A thorough discussion of the flavour tagging algorithm optimisation procedure and its evaluation
can be found in [101]. In the following discussion, the variable wtag refers to the estimated wrong tag
probability, this estimated quantity should be interpreted as a measure of likelihood of the tagging
hypothesis provided by the algorithm.

Using the mean wrong tag probability for signal events ŵtag = 26.2 %, the calculated tagging efficiency,
and Equation (15), the effective efficiency can be calculated for data to be eeff = 23.0 %. Evaluating the
flavour tagging performance on background events does not really make sense: for starters, the BCP
cannot be correctly reconstructed, hence in a strict sense the flavour tagging must fail by construction.
Furthermore, since the background may not contain a neutral B meson, flavour tagging may be pointless
altogether.

In Figure 20 different plots used for evaluation of the flavour tagging performance are presented:

Figure 20a shows the mis-tag probability wtag as obtained from different types of MC data. Note that
the plot shows the histograms for different CP eigenvalues with a different sign; for ξCP = +1
(ξCP = −1), the histogram grows upwards (downwards). The distributions for different values of
ξCP and the different input categories exhibit no apparent asymmetry. It should be noted that very
low mis-tag probabilities (i.e. the first bin) are slightly favoured, however, even more pronounced
is the region around wtag ∼ 0.455, which is the least meaningful tagger result.

Figure 20b compares the mis-tag probability wtag for correct-sign and wrong-sign tags. As is to be
expected, the former category peaks for wtag ∼ 0, whereas the latter peaks close to wtag = 0.5.
Note that the data that are used for this plot come from the Signal subset. This restriction was
employed because there can be no correct-sign tag for non-signal events.

Figure 20c shows the correct-tag fraction; it can be found that the maximal contribution of correctly
tagged events occurs close to wtag = 0, peaking for a percentage of 84.8 %. The minimal correct-tag
fraction of 49.9 % is found close to wtag = 0.5. Note that the Signal subset is the only data sample
used for creation of this plot.

6.2 Estimating the VFlv Vertex

Since neither the analysis itself nor the flavour tagging algorithm explicitly reconstruct the BFlv, there is
no pseudo-particle which can be used to obtain the VFlv vertex. Because the tagging algorithm obtains
its result from a likelihood using numerous inputs instead of a concrete reconstruction scheme, it does
not really make sense to try to match the flavour tag by combining the remaining particles in some
ordered manner.

Hence, the VFlv is estimated by combining the tracks of all remaining charged particles — called the
restcharges — regardless of whether they can be used to create a physical state with the estimated
flavour tag.
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Fig. 20: Performance evaluation plots for the flavour tagging.
• Figure (a) shows the mis-tag probability wtag for

each input sample separately as a stacked plot. The
histogram for the data subset selected by ξCP = +1
(ξCP = −1) grows upwards (downwards).

• Figure (b) compares the evolution of the abund-
ance distribution of the correct- (filled area) and
wrong-sign (stars) flavour-tags as a function of the
mis-tag probability wtag.

• Figure (c) shows the correct-sign fraction

#[ξTag = ξFlv]
#Total ,

where #[ξTag=ξFlv] and #Total are the number of
correctly-tagged respectively total events, as a func-
tion of the mis-tag probability wtag.

Note that the data used for creation of Fig-
ures (b) and (c) comes exclusively from the Signal
subcategory.

Input

muid

eid

atc

Select as
Muon

Select as
Electron

Select as
Kaon

Select as Pion

Lmuid>Cmuid

Leid>Ceid

Latc>Catc

Fig. 21: Illustration of tagging procedure for
the restcharge particles.

In order to combine the particles properly they must be identified;
this follows a simple scheme which is illustrated by Figure 21.

Basically, the particles are subjected to the particle identification
routines muid (for muon identification [82, 87, 98]), eid (for elec-
tron identification [82, 97]), and atc (for kaon identification [82])
in that order.

Whenever the output of the respective classifier Li exceeds the cut
value Ci applied at that step, the subsequent routines are skipped
and the candidate is selected to be of the type of that classifier.
Candidates which are not selected by any of the previous classifiers
are assumed to be pions since they are the dominant hadronic
contribution at Belle anyways. The cut values Ci are given in
Table 18 in Appendix D.

Using the four-momenta and tracks obtained from the restcharge reconstruction, the vertex of the BFlv
is fitted. This fit is performed using the TagVK package of the BASF, which is essentially an extended
wrapper around the kvertexfitter package already used for fitting the J/Ψ decay vertex. In addition
to the restcharge collection, the TagVK algorithm utilises the measured interaction point and beam
profile as well as the reconstructed BCP vertex in order to obtain an optimal fit result.
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Fig. 22: Distribution of residual (truth value minus reconstructed value) of
the z-coordinate of the BFlv vertex.

Figure 22 shows the residual distribu-
tion of the z-component of the VFlv ver-
tex; naturally only signal MC events are
used for this plot.

Obviously the distribution is not zero-
centred, furthermore it is not symmet-
ric: it has a nonzero, negative skewness.
Hence, the distance of the BFlv decay
vertex along the z-axis relative to the IP
is slightly overestimated by the recon-
struction scheme. However, this bias
is still relatively small at about 20 µm
which is less than one percent of the
RMS of the ztru

Flv distribution.

The RMS of the residual distribution
is slightly more than twice that of the
residual distribution for the VCP vertex,
however, at about 3.2 % of the RMS of the ztru

Flv distribution, the expected VCP vertex uncertainty is
still sufficiently small.

7 Refining the Data Set
In the previous sections a reconstruction and selection scheme has been outlined which is the result
of an extensive development period. As part of the development process, the cuts applied at every
stage have been varied and additional cuts have been trialled in order to determine a routine which
maximises signal purity and efficiency. However, while it is not difficult to achieve acceptable levels for
the B− mode, the poorly reconstructed KL prevents proper selection of a B+ sample: using a standard
cut-based approach a purity of roughly 85 % was achieved for the B− mode, on the other hand for B+
the maximal value obtained was 34 %.

Hence, a multivariate selection is used in order to benefit from the full signal-background discrimination
power encoded in the event observables. The following two sections are meant as a very brief introduction
into Multivariate Analyses, a more complete discussion of multivariate analysis techniques, how their
performance can be evaluated, and which pitfalls one should avoid can be found in [102]. Section 7.1
outlines the concepts of a multivariate analysis technique, afterwards Section 7.2 briefly introduces
Boosted Decision Trees, which are the technique used by this analysis. Finally, Section 7.3 discusses the
concrete application for this analysis.

7.1 Multivariate Analysis Techniques

A selection approach based on the principles of univariate analysis will apply a classical rectangular
cut selection, that is a strictly sequential application of cuts on the given observables (variables).
The Multivariate Analysis (MVA) based selection method on the other hand applies a selection on the
multidimensional variable space of all the observables simultaneously rather than for each observable
separately.

Where the rectangular cut approach yields a true-false response (whether all requirements have been
fulfilled or not), the MVA approach typically attributes a probability to the true-false hypothesis instead
of dealing in absolutes. At the fundamental level, the MVA combines the discriminating power encoded
in each individual variable of a given event into a single variable, the MVA Classifier Output.

Figure 23 shows an example of the output distributions for signal and background events. Obviously,
the background contamination can be reduced by moving the selection cut towards larger y at the cost
of reducing the signal efficiency. For a given cut value two error rates can be determined: the background
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39 7 Refining the Data Set V The Event Reconstruction

acceptance rate (Type-I Error) and the signal rejection rate (Type-II Error).9 Application of an MVA
approach to a problem involves balancing the trade-off between these two types of errors.
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Fig. 23: Example of MVA output distribution for signal
and background events; the vertical line denotes the
selection cut. Modified illustration taken from [102].

Basically the increased power of an MVA when com-
pared to a classical approach comes from the following
factors:

1. The MVA can harness the separation power en-
coded in the correlations between different vari-
ables. If properly setup, an MVA can provide very
strong separation from a handful of weakly separ-
ating variables. To the MVA not only a variable’s
value counts but also how it relates to the values
of the other variables.

2. By operating on all variables simultaneously the
MVA approach is less prone to reject events which
appear background-like in some variables as long
as the overall appearance is still signal-like.
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Fig. 24: Example data in two variables for signal and
background classes along with the trained classifier
boundary. Modified illustration taken from [102].

In order to be able to provide separation power, the
MVA must learn to distinguish signal- and background-
like events through a process called supervised machine
learning.10 Naturally the exact form of the internal
mapping function used by the MVA to reduce from
the n-dimensional variable space to the scalar classifier
output space must be determined. The learning phase
can be seen as a process, where the actual mapping
function is built by minimising a loss function.

This loss function encodes the amount of signal (back-
ground) events which are rejected (accepted) using an
input sample of events with known class membership,
i.e. it encodes both Type-I and -II errors. Hence, in
order to train the MVA, a large sample of pre-classified
MC event data is required.

Figure 24 shows a toy example involving a data set of two variables, where each event belongs to either
the signal or background class. After the training procedure, the MVA’s internal function has produced
a classifier boundary which is visualised by the red line.

Typically, four steps are involved when using an MVA based approach for event selection:

1. Using a pre-classified set of signal and background events, the MVA classifier is trained. The
composition of the input data should be equal to the composition of the actual data sample that
will be classified later.

2. A second statistically independent pre-classified data set is used to test the performance of the
training. Ensuring that sufficient separation power is achieved on an independent set and validating
that no overtraining has occurred are the two main objectives of this step. Overtraining refers to
the feature that an MVA becomes sensitive to the statistical fluctuations within a data sample. If
overtraining is present it should manifest in poor separation along the classifier boundary since an
independent input sample should not have the same fluctuations. A simple overtraining check is to
calculate the compatibility of the MVA classifier output distributions for the training sample and

9 Which can be determined from
∫∞

yCut
p(y,B) dy and

∫ yCut
−∞

p(y,S) dy respectively.
10 This process is called training; there are other techniques for training an MVA, however, they are not important for

this discussion.
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a second statistically independent sample. A small compatibility can be caused by overtraining.
References [102, 103] include a more complete discussion of the matter.

3. Using a third statistically independent pre-classified data set (one may also use the same data set
that was used for the overtraining check) a classifier output cut CMVA is determined which fulfills
the desired requirements on the Type-I and -II errors.

4. Finally the trained classifier is applied to the input sample, i.e. the data sample where the class of
each event is not known a priori. After application the sample is filtered using the cut CMVA that
was previously determined: all events that pass this cut are assumed to be signal-like.

7.2 Boosted Decision Trees
A general decision tree takes some input ~x and evaluates a decision making function fD at each node.
This decision making function determines to which child of the current node the input is passed next.
Typically, each node has none or exactly two children (it is a binary decision tree) and the decision
making function is unique to the current node.11

Eventually, the input is passed to a node without children (a so called leaf node) where it stops
propagating. The set of nodes which led to this leaf is called branch. After the initial training each
leaf gets assigned to a class, depending on the signal-to-background ratio of the set of events that got
propagated to that leaf. If the signal-to-background ratio is less than a certain critical value RCrit. the
node is marked to be background otherwise signal. This ends the training phase of the decision tree
classifier; a depiction of the principle is shown in Figure 25.

fD, 1 : xi > c1

Signal fD, 2 : xj > c2

Background Signal

no yes

no yes

Fig. 25: Illustration of decision tree principle.

The performance of a decision tree can be enhanced by a
process called boosting: instead of growing a single tree, a
number of different trees are created sequentially. After
creation of a tree is finished all those events that have been
mis-classified (e.g. signal events which propagated to a back-
ground leaf) receive a higher weight12 and therefore will be
more important in the next iteration of tree creation. A
method called pruning can be used to remove parts of the
tree(s) which either have low sensitivity or are sensitive to
statistical fluctuations in the data.

The MVA discriminant is calculated from the properties of
the propagation of the individual events through the trees
grown in the training phase; these properties include the number of times tagged as signal, the total
sum of weights, and others. Usually the contributions from different trees are weighted such that the
separation power of the classifier is maximised. This reduces the contribution of trees which result in
poor separation power.
7.3 Application for this Analysis
The MVA based event selection performed as part of this analysis uses the TMVA software package [103–
105].13 The goal of using the MVA selection is to maximise the signal purity and efficiency of the
collections of B+ and B− events that have been reconstructed previously.

MVA Label Subsample Type
minus B−
plus_KLM B+ w/o ECL Cluster
plus_KLM_ECL B+ w/ ECL Cluster

Tab. 5: List of subsamples using a distinct MVA
instance.

In order for the MVA selection to work properly, the events of
a given class must be similar, hence, two differently trained
MVAs are used for B+ and B− events. The B+ events are
further grouped by the available detector information: some
KL candidates include an ECL cluster (cf. Section 4), thus
additional observables can be used by the MVA. Table 5
lists the distinct MVA instances and their corresponding
subsample type.

11 I.e. there are N (possibly different) variants fD, i for i ∈ N , where N is the number of non-leaf tree nodes.
12 Most boosting algorithms slightly decrease the weight of correctly classified events after each trained tree.
13 Using version 4.2.0.
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Naturally, this three-fold split makes evaluation of the MVA more cumbersome because all steps of
evaluation and validation have to be performed for the three distinct instances separately. However,
using no sub-grouping altogether or grouping only by CP tag results in a significant loss of separation
power.

The kinematic variables used as input to the different MVAs are listed in Table 20 in Appendix F.1,
the distributions of all the variables used by each of the MVAs are given in Appendices F.2 to F.4;
for the sake of completeness the correlation matrices of the input variables are included as well. No
transformation of the input variables has been performed. Refer to Table 19 in Appendix E for a list of
parameter settings passed to TMVA for the training of the BDTs.

7.3.1 Overtraining Check
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(b) MVA: plus_KLM
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(c) MVA: plus_KLM_ECL

Fig. 26: Overtraining check plots for the MVAs.

Figure 26 shows the overtraining check plots
for the MVAs. The statistical compatibility of
the distributions obtained from the training
and testing sample has been evaluated using a
Kolmogorov-Smirnov [102] test, the resulting
probabilities pKS are listed in Table 6.

MVA Label pKS (sig) pKS (bgr)
minus 0.513 0.973
plus_KLM 0.025 0.190
plus_KLM_ECL 0.25 · 10−3 0.813

Tab. 6: Results of overtraining check for the MVAs.

minus: Very good statistical compatibility
for both signal and background contributions,
cf. Table 6. Additional checks such as com-
paring the signal and background efficiencies
for the training/testing samples to those of a
reference sample show no indication of over-
training.

plus_KLM: Acceptable statistical compatibil-
ity for the background and (less compatible)
signal contributions is observed, cf. Table 6.
Additional check plots (e.g. the error fraction
as function of the tree training index) show
that convergence is reached after about one
third of the trained trees. However, reduc-
tion of the number of trees that are used also
reduces the separation power gained from the
MVA (in the testing as well as the reference
sample).

plus_KLM_ECL: Very good statistical com-
patibility for the background but very poor
agreement for the signal component, cf.
Table 6. It is found again that convergence
is reached early on (for this MVA at about
one sixth of the trees), however, here too re-
duction of the number of trees to be trained
results in reduced separation power.
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In order to combat overtraining several training parameters14 of the TMVA algorithm have been tweaked
with the aim of reducing overtraining while at the same time maintaining separation power.

Pruning was disabled when training the MVAs, because during the initial trials enabling pruning has
consistently reduced the power of the BDTs. However, pruning is suggested to be of use when faced
with the challenge of overtrained BDTs [103]. Nonetheless, since the MVAs perform consistently well for
different reference input samples, the indications for overtraining discussed above should not be taken as
showstopper. Furthermore, since the cut values on the respective MVA classifier outputs are determined
from a third, statistically independent data sample — which also shows good separation between signal
and background, cf. Section 7.3.2 — the effects of possible overtraining on the MVA performance is not
severe.

Another important tool for evaluating the performance of an MVA is the Receiver Operating Characteristic
(ROC) curve [102, 103, 106], which is a scan of the signal selection efficiency ESig vs. the background
rejection efficiency EBgr. Quite like the conundrum of trading a smaller Type-I error for a larger Type-II
error, the two effiencies are intertwined: it is best to maximise both, however, if a lower limit is imposed
on one of them (e.g. by requiring a minimal purity P) the other becomes fixed.

MVA Label
∫

ROC [%]
minus 99.95
plus_KLM 97.22
plus_KLM_ECL 97.84

Tab. 7: ROC curve integrals for the differ-
ent MVAs.

A measure for reducing the information stored in the ROC curve
into a single number is its integral

∫
ROC (i.e. area below the curve).

The hypothetical perfect MVA selects all signal events and is able
to reject all background class events, hence it must have a ROC
integral equal to unity. Table 7 lists the ROC curve integrals
obtained for the three MVAs. During development the ROC curve
integral has been taken as figure-of-merit for optimising the MVA
training settings and the active input variables.

7.3.2 Selecting the MVA Cut Value
Figure 27 shows the classifier cut efficiency plots for all MVAs. Quite like the ROC curve, these plots
can be used to evaluate how well the MVA separates signal and background. A classifier cut efficiency
plot shows the efficiencies for selecting signal and background as a function of the cut applied on the
MVA classifier output. Additionally, further dependent variables such as the signal purity and the
significance15 — which is used as figure-of-merit for determining the optimal MVA cut value CMVA — are
shown.

These quantities allow for a straightforward evaluation of the MVA performance and, more importantly,
provide a simple means for determining the optimal MVA cut value. A steeply falling background
efficiency and a similarly steeply rising signal efficiency is a sign for a well-performing MVA. However,
since those quantities describe the relative change for the two classes it is of utmost importance to check
the signal purity curve. Given a background contribution which is significantly larger than the signal
contribution, the background efficiency must become very small in order for a high-quality (that is to
say pure) output sample. For an efficient MVA the purity curve will rise early on and reach a large
number (in an optimal setup it reaches unity).

14 Specifically the number of trees to be trained, the tree splitting fraction, and the tree depth.
15 Which is defined as NSig/

√
NSig + NBgr, where NSig (NBgr) is the number of signal (background) events which pass

the MVA cut.
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Fig. 27: Classifier cut efficiency plots for the MVAs; these plots have
been obtained from a statistically independent reference MC data
sample.

minus: Figure 27a shows a very well perform-
ing MVA: the background efficiency is well
below 10 % before there is even the slightest
change in the signal efficiency.

Unsurprisingly, the signal purity rises swiftly
and reaches a value of 95 % at a signal effi-
ciency of about 99 %. The optimal MVA clas-
sifier cut value CMVA and the resulting data
properties are listed in Table 8.

plus_KLM: The plus_KLM MVA performs
considerably worse than that for minus, how-
ever, this is not a surprise considering the
difficulties associated with the KL reconstruc-
tion. The most notable feature of Figure 27b
is that the background efficiency falls much
less steeply and consequently the purity does
not increase as abruptly.

Instead of showing a broad peak with steeply
falling flanks, the significance increases very
gradually, has a more narrow peak, and drops
very abruptly afterwards. The fluctuations of
the purity for very large CMVA are a result of
low statistics in combination with a binned
calculation; the optimal CMVA is again listed
in Table 8.

plus_KLM_ECL: For plus_KLM_ECL the MVA
performance is slightly worse when compared
to plus_KLM which is a bit surprising because
the former data subset contains more detector
observables which should in principle provide
additional separation power.

The ECL cluster observables are used as MVA
input variables, because it is expected that
the cluster shape of non-KL particles should
be different from that observed for a KL.
Apart from an overall reduction of the purity,
the discussion of the plot in Figure 27c is the
same as for plus_KLM. The best cut value is
once again listed in Table 8.

MVA Label CMVA ESig [%] EBgr [%] P [%] Significance
minus 0.0 98.1 0.2 98.4 81.47
plus_KLM 0.015 88.6 6.1 59.2 39.90
plus_KLM_ECL 0.0 87.7 4.5 56.9 34.34

Tab. 8: Optimal cut values determined for the MVAs and resulting data properties. The dependent quantities have been
evaluated at the optimal MVA cut value CMVA.
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7.3.3 Study of the Remaining Background
Figure 28 shows the unnormalised classifier output distributions for all MVAs obtained from a statistically
independent reference sample. Without normalisation the drastic difference in the abundance of the two
event classes becomes apparent: there are around ten times as many background events in the MVA
input sample as there are signal events.16
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Fig. 28: Classifier output distributions for the MVAs. Note that the
histograms have not been normalised, hence, the relative contribu-
tions correspond to the expected data class fractions. The plots
have been created using a statistically independent reference MC
data sample.

As is to be expected from the previous dis-
cussion, there is very little overlap between
the signal and background contributions for
the minus MVA (Figure 28a). Separation
of the two contributions poses no challenge
when using the MVA based approach. Both
the plus_KLM and the plus_KLM_ECL MVA
produce signal and background distributions
which have significant overlap, this is con-
sistent with the previous discussion and the
plots shown in Figure 27.

It should be obvious that understanding the
sources of the background contributions is
key to any further optimisation in the signal
selection. Figures 29 and 31 show the distri-
butions of two kinematic variables for the B−
and B+ subsamples broken down by differ-
ent background sample categories. Obviously
the dominant background sources are generic
B+B− decays (i.e. the charged sample) and,
contributing slightly less, generic non-signal
decays of B0B0 (i.e. the mixed sample). The
charm and uds contributions are insignificant
and — even for the difficult KL mode — can
be reduced to a negligible contribution by
applying a simple cut on MBC and p[c.m.]

B, Est.
respectively.

The plots in Figures 30a and 32a show
the same data, however, the histograms are
broken down by different types of signature
fakes. Obviously all reconstructed events
should be signal-like to some extent. There-
fore, it is to be expected that a significant por-
tion of the background has the correct decay
signature (J/ΨKS and J/ΨKL respectively)
but the event is not truly a signal event. To
reiterate, there should be a large contribution
of events with true J/Ψ and KS,L particles
which are, however, not siblings and/or are
not the child of a B0/B0.

For the B− mode, the zero-fake contribu-
tion (both J/Ψ and KS are correctly recon-
structed) is most dominant at slightly more
than 75 %, which is not surprising consider-
ing that both particles can be reconstructed

16 The number varies from about 7.5 for minus to nearly 15 for plus_KLM_ECL.
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Fig. 29: Distribution of beam con-
strained mass MBC for B− mode;
shown are different sample con-
tributions corresponding to signal
and different samples of background
events.

Fig. 30: Distributions of beam constrained mass MBC for B− mode before and
after application of the MVA classifier cut. Shown are different sample contri-
butions corresponding to signal and different types of fake events.
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Fig. 31: Distribution of the estimated
BCP absolute three-momentum in
centre-of-mass system p

[c.m.]
B, Est. for B+

mode; shown are different sample
contributions corresponding to signal
and different samples of background
events.

Fig. 32: Distributions of the estimated BCP absolute three-momentum in centre-
of-mass system p

[c.m.]
B, Est. for B+ mode before and after application of the MVA

classifier cut. Shown are different sample contributions corresponding to signal
and different types of fake events.

very well. It can be found that these background events come from generic BB decays. The second
largest contribution is the “fake J/Ψ true KS” subset, which is not surprising either, considering the
individual fake rates for J/Ψ and KS discussed in Sections 2 and 3.

Unsurprisingly, the zero-fake contribution is much smaller in the B+ mode at about 41 %. The most
dominant contribution comes from “true J/Ψ fake KL” events, which is fully consistent with the
expectations and the discussion in Section 4.

Of much greater interest, however, are the distributions shown in Figures 30b and 32b. These show the
same type of plot after the MVA cut has been applied to the data. Obviously there is an insignificant
amount of background left in the B− mode and most of it is difficult to reduce because it contains a true
J/Ψ. More interesting is the situation for the B+ mode, where the remaining zero-fake contribution
amounts to more than 73 %. This might explain why the MVA failed to further increase the background
efficiency: because the estimated four-momentum of the KL is a guess at best, there is no direct handle
onto a B0/B0 discriminating variable which in turn makes the zero-fake background an effectively
irreducible background.

Further reduction of the background contribution to the B+ might be feasible if new variables are found
which allow evaluation of the signal-likeness of the J/ΨKL pair.
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8 Continuum Suppression
Typically, analyses at B factories face the challenge to cope with the so called continuum background
(cf. Table 3 in Chapter IV), that is the combined background of e+e− → qq, q ∈ {u, d, s, c}. However, as
was discussed in the previous section, the continuum contribution is rather small even before application
of the MVAs. Nonetheless, three variables which are typically used for continuum reduction have been
included in the MVAs, hence, the basics of continuum suppression will be discussed in this section.

(a) Continuum (b) BB

Fig. 33: Illustration of the typical expected event shape for continuum and BB events.
The typical event shape of continuum and BB events is distinctly different, Figure 33 illustrates this.
Due to their significantly smaller mass and hence lesser amount of energy required for production, the
continuum event state decays back-to-back with large absolute momenta. Perfect events should show
very clear separation of the two hemispheres of the qq decay, cf. Figure 33a. All secondary particles (e.g.
the hadrons produced by the fragmentation) are expected to have only a small momentum component
perpendicular to the original quark’s flight direction. Due to its compressed yet elongated shape this
type of event shape is called a jet.

Naturally the BB system decays back-to-back as well, however, there is much less remaining energy:
the BB system is nearly at rest in the centre-of-mass system after production. Because the B is a
pseudoscalar, there is no preferred decay direction for its daughters. Hence, their decay direction
distribution should be isotropic. As a result of these properties the event shape is expected to be much
more terse and somewhat spherical. Furthermore, the two hemispheres should overlap to some extent,
cf. Figure 33b.

Conceptually, every continuum suppression variable is designed to take advantage of these event features.
Two approaches which are part of the standard Belle toolkit, the Fox-Wolfram moments Hi and the
cosine of the thrust angle cos θThrust, are used by this analysis; they will be discussed below.

§1. Fox-Wolfram Moments: The Fox-Wolfram moments have been introduced as observables for
the description of the event shape in e+e− events in the late 1970s [107, 108]. Later their utility as
continuum suppression classifiers was discovered. The kth Fox-Wolfram moment Hk is defined as

Hk :=
∑
ij

| #»p i|| #»p j | · Pk(cos θij)
E2

Vis
,

where #»p i ( #»p j) is the momentum of the ith (jth) particle, Pk(cos θij) is the kth Legendre polynomial,
with θij being the angle between the momenta of the ith and jth particle, and EVis is the total visible
(measured) energy of the event. The ratios Ri := Hi/H0, i > 0 are called the normalised Fox-Wolfram
moments, which are commonly used for continuum suppression.

This analysis uses the 2nd and 4th Fox-Wolfram moments which are calculated using the FoxWolfram
module of the BASF. Since they are used as input variables to the MVAs, the resulting distributions are
shown in Appendix F.

§2. Cosine of Thrust Angle: The notion of the thrust of an event — first defined in 1977 [109] — be-
came a widely used quantity in the 1980s as a tool to find, reconstruct, and eventually quantify jets.
Since continuum suppression is all about determining jet-likeness, the thrust is a sensible starting point.
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47 8 Continuum Suppression V The Event Reconstruction

The concept of thrust comes with two quantities, the thrust axis #»

T and the (scalar) thrust T . The
former is defined as the direction which maximises the longitudinal component of the momenta of all
particles, i.e.

#»

T :=
{

#»

T such that
∣∣∣ #»T ∣∣∣ = 1 and max

∑
i

∣∣∣ #»p i · #»

T
∣∣∣} ,

the latter is then given as

T :=
∑
i

∣∣∣ #»p i · #»

T
∣∣∣∑

i| #»p i|
.

For highly isotropic events the thrust T should approach 0.5 whereas for events with a strong directional
preference (and hence alignment with the thrust axis) the thrust should approach a maximum of 1. In
order to tackle the problem at hand, the variable cos θThrust is introduced: this is the angle between the
thrust axes calculated for the reconstructed B candidate and the complete remainder of the event.

Following the above reasoning, for a signal event the thrust axis of a reconstructed B should point in
some random direction, hence |cos θThrust| should be distributed uniformly for BB events. Continuum
events on the other hand have a strong directional preference and the (wrongly) reconstructed B is
likely located within one of the jets with its thrust axis aligned with the jet’s axis. Hence, for continuum
events the distribution of |cos θThrust| is expected to increase towards unity.

This quantity is calculated using the Thrust module of the BASF, it is used as input variable to the
MVAs, hence the calculated variable distributions can be found in Appendix F.
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VI Measuring the T -Violation

Prior to being able to perform the actual T -violation measurement fit one final ingredient is missing: the
time resolution function. The approach which was used to obtain an estimate of this object is discussed
in Section 1. Next, the T -violation fit method, its implementation, and the result of the fit are discussed
in Section 2. As part of the presentation of the fit implementation, the specific (algorithmic) objects
composing the complete implementation are listed. This is done to provide a complete reference of the
algorithmic procedure that is used by this analysis.

1 Estimating the Time Resolution
A precise estimate of the time (difference) resolution function is crucial to this analysis. In principle
a measurement must extract the true ∆t from the measured ∆z by unfolding the vertex resolution
from the reconstructed value while at the same time correcting for possible bias and mis-reconstruction
effects [110]. Because the average ∆z is of the same order as the vertex resolution, an accurate estimate
of the vertex resolution is crucial to any time-resolved measurement [110].

Several time-resolved studies have been performed by Belle [1, 74, 111, 112] and a dedicated study has
investigated the time resolution function [110], however, there exists no official Belle tool for obtaining
and using the time resolution function. Hence, as part of this analysis, a custom approach was designed
to model and extract the time resolution.

In principle it is possible to extract the resolution function from MC data by calculating the distribution
of the difference between the true and reconstructed time difference.1 This distribution can then either
be used as a lookup-table for a binned, approximate (but model independent) resolution function or a
fit of a model function to the data can be performed yielding a proper function. Obviously, since the
latter approach uses a fit model, it is prone to error due to mis-modelling.

Following the approach used by the BaBar collaboration in their CP-violation studies [3], a triple-Gaussian
function is used to model the time resolution. The PDF used in the fit is given by

R(∆tTru −∆tRec) ∝ GCore(µCore, σCore)
+fMedium · GMedium(µMedium, σMedium)
+fTail · GTail(µTail, σTail)

, (16)

where G(µ, σ) is the Gauss function. The mean values µ of all three components are expected to be
around zero: the fit parameter range is restricted to [−1,+1]. Their widths have been sectioned such
that there are no overlapping ranges: σCore ∈ [0, 1], σMedium ∈ [1, 4], σTail ∈ [4, 12]. Apart from the
three mean values and widths, two scale factors fMedium and fTail tune the relative contributions of the
individual functions. This fit function has been implemented in the RooFit framework [113, 114] and
was fitted to the ∆tTru −∆tReco distributions, the fit result is shown in Figure 34

Note that the data set that was used for fitting is statistically independent from the other data samples
used by this analysis. Furthermore, only the signal contribution has been used, because calculation of
∆tTrue is only possible for signal MC. Obviously this introduces some mis-modelling, however, it is the
most consistent approach: there is no clear definition of time resolution for events which are not of

1 Naturally, this assumes that the MC models the detector resolution and inefficiencies sufficiently well.
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Fig. 34: Result of the time resolution extraction fit. The data are signal-only MC events taken from a statistically independent

data set.

signal type. A more correct but also more time-consuming approach would require detailed study of the
time difference distributions for background events. The knowledge gained by such a study could then
be used to introduce a background time distribution component into the signal PDF, that is the PDF
given by Equation (8). In addition to a background time difference study this would require a detailed
signal-background composition study of the final data set since the actual composition fractions become
part of the final fit. Due to lack of time and since there are not indications suggesting that the time
resolution function is poorly modelled, this approach has not been considered any further.

Following the discussion in Section 5 in Chapter V it is expected that the time resolution function
should be equivalent for CP-odd and -even tagged events. Indeed, if the fit is performed separately for
those two classes, the parameter values that are obtained are in agreement with each other and the fit
value obtained for the combined data. Hence, in the subsequent T -violation fit the fit result obtained
from the combined data set is used.

Variable Fit Result
µCore 0.094 ± 0.008
σCore 0.44 ± 0.01
µMedium 0.34 ± 0.03
σMedium 1.17 ± 0.03
µTail 0.99 ± 0.04
σTail 4.00 ± 0.04
fMedium 0.36 ± 0.02
fTail 0.036 ± 0.003

Tab. 9: Results obtained for the para-
meters of the time resolution func-
tion — cf. Equation (16) — after per-
forming a fit to the MC distributions,
cf. Figure 34.

The values obtained from the fit for the time resolution function
parameters are listed in Table 9. Note that the quoted uncertain-
ties are fit uncertainties as calculated by RooFit. Evaluation of
systematic uncertainties has not been performed for this fit; this
includes the model uncertainty. That is to say, the correctness of
the three-Gauss resolution model — i.e. the PDF given by Equa-
tion (16) — has not been evaluated. The uncertainty resulting
from assuming this specific model has not been assessed.

The overall agreement of the fit functions and the data points is
quite good: data points and fit function agree within the statistical
uncertainty over most of the fit range. Using RooFit a measure
of statistical compatibility of data and fit can be calculated,2 the
resulting value is χ2

Red = 1.1 which is an excellent agreement.

2 Evaluating the T -Violation
In Section 2.1 the implementation of the fitting procedure is briefly summarised. Following that, the
fit application routine is outlineed in Section 2.2. Finally, in Section 2.3 the results obtained from the
fitting program are presented and discussed.

2 Essentially this quantity is the reduced chisquare compatibility, i.e. χ2 divided by the number of degrees of freedom, of
the two components after filling them into a binned data object.
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2.1 Implementation
The fit to the ∆t distributions is implemented using the RooFit framework [113, 114]. Recalling that the
base PDF given by Equation (6) is parametrised by ω, α, and β, a C++ class is created that models this
PDF.3 Because the class is parametrised in ω, α, and β too, a total of eight instantiations is required to
fully describe all signal components.

For each of these instantiations the convoluted PDF of gωα,β ⊗ R(δt, σ∆trec) is calculated using the
RooFFTConvPdf class which implements the convolution using a Fast-Fourier-Transform. By prioritising
the convolution — which is introduced only in the last step of the derivation in Chapter III — the
consumption of computational resources during the fit is reduced significantly.

When performing the fit, the internal fitting routines must treat the result of a convolution as a black box.
That is to say, individual components of the function going into the convolution cannot be separated
by the fit routine after performing the convolution. Hence, the later the convolution is performed, the
more components are combined into the box. Therefore, it is computationally favourable to include
the convolution at the innermost possible level of the final PDF. Of course this only holds true if the
function to be convoluted is composed of contributions which can be separated when performing a
convolution. Furthermore, actual gain is only obtained if the contributions are fit targets to different
phase-space areas because otherwise the fit targets are required at each fitting step anyways and thus
the convolution must be recalculated for each fitting step too.

Afterwards the instantiations which correspond to the same CP tag and time-ordering (shared values
for β and ω) are combined4 using the prescription given by Equation (7). This yields a set of eight
C++ classes, called tagged PDFs, each of which includes modelling of the time resolution and the
event-by-event mis-tag rate. The tagged PDFs are pairwise combined4 such that four PDFs are created
which include both time-orderings for a given CP and flavour tag.5

Finally, the four PDFs are combined into a RooSimultaneous object — which is also given the required
flavour and CP tag categories for each of the four input PDFs. This enables RooFit to perform the fit
in a simultaneous manner and to all expected types of (signal) data equivalently. Furthermore, this class
selects only that component of the PDF at each step of the fit which is appropriate given the event’s
CP- and flavour-tag. No background modelling contribution is included in the fit.
2.2 Application
Prior to performing the fit, the data samples obtained from applying the MVA cut (cf. Section 7.3.2
in Chapter V) are reweighted using a global type-dependent event weight. For each of the CP tag
categories a global efficiency

εGlobal(ξ) := # of selected events with ξCP = ξ

# of input events with ξCP = ξ

is calculated. Then the input event weight to the RooFit routines for CP-odd events w− is set to unity,
while the CP-even events are weighted with w+ = εGlobal(+1)/εGlobal(−1) = 1.138.

The fit range is restricted to ∆t ∈ [−7, 7] ps in order to reduce the influence of the low-statistics phase
space areas on the fit result. This requirement reduces the (unweighted) number of input events from
11 444 to 10 973 (a reduction of 4.1 %). However, it should be noted that about 40 % of the removed
events have unphysical values for the reconstructed ∆t (i.e. values much larger than |∆t| = 100 ps).

Finally, the actual fit is performed using the fitTo routine of the RooSimultaneous class with the
Extended option activated. Because the data are read using the RooDataSet class, the fitting is
performed in an unbinned manner. The fit results will be discussed in the following section.
2.3 Results
In Figure 35 the raw time asymmetry AT for the four independent sets is shown. Each independent
set corresponds to one of the combinations of reference and T -conjugate transitions that are listed in

3 The class derives from RooAbsPdf in order to take advantage of the fitting routines provided by RooFit.
4 Using the RooAddPdf class.
5 I.e. pairs with shared values for α and β but different values for ω are combined.
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Table 12a in Appendix B (cf. also Section 2.2 in Chapter III). Hence, the raw asymmetry for the first
combination is defined by

A
B0B−
T (∆t) :=

D−
l−,KL

(∆t)− D+
l+,KS

(∆t)
D−
l−,KL

(∆t) + D+
l+,KS

(∆t)
,

where D−
l−,KL

(D+
l+,KS

) is the time-dependent frequency distribution6 of events where a B0 and a KL (a
B0 and a KS) have been reconstructed and the decay to the CP final state occurred before (after) the
decay to the flavour final state. The three remaining asymmetries can be constructed similarly. These
asymmetry plots provide a visual cue of the asymmetry w.r.t. to T that is to be found in the data. A
perfectly symmetric data input should result in a flat distribution at zero whereas T -violation manifests
in a sinusoidal distribution.

The plots in Figures 35a and 35b clearly show an asymmetry w.r.t. to T . However, the plots in the
bottom row show a significantly less asymmetric behaviour: for Figure 35c nearly half of the data points
are compatible with zero (10 out of 22), for Figure 35d that number is even higher at 15 out of 22.

Figure 36 shows the time difference distributions for each of the four CP × flavour-tag categories
along with the (fitted) signal PDF contribution modelling that specific category; the resulting parameter
values are listed in Table 10.

Variable Fit Result
S+
l+KL

−0.860 ± 0.005
S−
l+KL

0.60 ± 0.02
S+
l+KS

−0.988 ± 0.004
S−
l+KS

0.200 ± 0.003
S+
l−KL

1.198 ± 0.008
S−
l−KL

−0.598 ± 0.007
S+
l−KS

−0.573 ± 0.007
S−
l−KS

1.195 ± 0.003

Variable Fit Result
C+
l+KL

0.4 ± 0.1
C−
l+KL

0.700 ± 0.004
C+
l+KS

0.688 ± 0.009
C−
l+KS

0.155 ± 0.006
C+
l−KL

0.05 ± 0.1
C−
l−KL

0.31 ± 0.08
C+
l−KS

0.13 ± 0.07
C−
l−KS

−0.44 ± 0.06

Tab. 10: Parameter values obtained from the T -violation fit. The listed uncertainties correspond to the values estimated by
RooFit as part of the fitting routine.

Generally the fitted functions show very good agreement for the left flank of the respective distributions.
However, the agreement in the peak region is generally rather poor which is further discusssed below.
Several of the remaining data points (i.e. those at the peak and the right flank) lie at a significant
distance from the fit result curve, however, most of them are still in agreement with the fit curve within
the error box. For Figure 36d the deviations are most severe: nearly one third of the data points do not
agree within their error box. The reduced chisquare χ2

Red, calculated by RooFit for the combinations of
data and fit result, varies from 2.7 (acceptable compatibility) to about 8.3 (poor compatibility).

The parameter values obtained from the fit are not in agreement with the values published by BaBar,
this holds true for both their MC study [47] as well as the actual analysis [5]. More specifically, the
cosine parameters Cωα,β — which are expected to be zero in the SM — are mostly far off from zero: only
one parameter is compatible with zero. The sine parameters Sωα,β are expected to be around ±0.7 which
is not matched by a single parameter result: the fit result fails to match the SM expectation.

In order to investigate the stability and aptitude of the fit routine, the starting values of the fit parameters
have been varied. Table 11 lists the resulting parameter values for the variables S−

l+,KL
and C−

α,β for
different starting values along with the relative change of the result (w.r.t. the nominal value). It can
be seen that the fit of the cosine parameter is highly unstable: a relative change of nearly 60 % can be
observed. Similarly, the sine parameter shows instability, albeit the maximum observed relative change

6 I.e. a lookup function for the respective time difference distribution. The notation follows the same scheme used
already previously to denote the data subgroups, cf. Section 2.4.1 in Chapter III.
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Fig. 35: The raw T -asymmetries shown for the four independent sets corresponding to the four possible comparisons between
the reference and T -conjugate transitions. The horizontal error bars denote the bin width, the vertical bars the statistical
error which has been propagated from the inputs given to the asymmetry calculation.
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(d) Events tagged B0B+.
Fig. 36: Plots showing the result of the T -violation fits to the time difference distributions. The horizontal error bars denote

the bin width (of the distribution created for plotting), the vertical bars the statistical error of the data.
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is much smaller at about 13 %. Clearly, there is a significant dependence of the fit result on the choice
of initial parameters.

Restriction Fit Result Relative Change [%]
S−
l+KL

C−
l+KL

S−
l+KL

C−
l+KL

Normal −0.860 ± 0.005 0.4 ± 0.1 — —
SInit = ±0.3 −0.971 ± 0.002 0.237 ± 0.006 12.9 45.6
SInit = ±0.9 −0.938 ± 0.009 0.352 ± 0.002 9.1 20.7
CInit = +0.5 −0.867 ± 0.006 0.4 ± 0.1 0.8 4.6
CInit = −0.5 −0.97 ± 0.06 0.2 ± 0.1 13.2 59.3

Tab. 11: Results of varying the starting values SInit (CInit) of the Sω
α,β (Cω

α,β) PDF parameters. The fit ranges Sω
α,β ∈ ±[0.2, 1.2]

and Cω
α,β ∈ [−0.7, 0.7] have been used, the label Normal refers to SInit = ±0.7, CInit = 0.

The allowed parameter ranges used for the fits shown in Figure 36 have been chosen to be very wide7 in
order to avoid biasing the fit by the SM expectation. However, since the fit result matches both data
and expectation rather poorly additional, more restrictive, fit runs have been performed.

Figure 37 shows plots comparing the different fit results obtained for varying degrees of restriction of the
allowed parameter space. The case shown in Figure 37a exhibits the smallest change resulting from the
variation, whereas the one shown in Figure 37b changes the most. Taking a closer look at Figure 37b it
becomes obvious that any gain in compatibility with the peak region results in a degradation of the
agreement on the right flank. The reduced chisquare goodness-of-fit classifier χ2

Red (listed in the plots as
calculated by RooFit) of the different fit result curves shows that the Normal setting produces the best
results in terms of statistical compatibility.
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Fig. 37: Plots comparing the effects of varying the ranges of the fit parameters onto the fit result distributions. Shown are the
results for the two data subgroups where the resulting change is smallest (a) respectively largest (b). The Normal label refers
to the parameter range used previously; for Loose the range on the sine parameters has been widened to Sω

α,β ∈ [−1.4, 1.4],
the Cω

α,β ranges have been left unchanged; the Tight and Fixed sets use the same range for the sine parameter as the
Normal set, however, the cosine parameter ranges have been reduced to Cω

α,β ∈ [−0.2, 0.2] for Tight and set to zero for
Fixed.

However, the more stunning finding from these two plots is how little the fitted curves change for such a
significant change in the allowed fit parameter range. Along with the results of the initial parameter
value variations presented previously, this supports the hypothesis that the fit routine as a whole, or the
data itself, has a low sensitivity on the physical T -violation parameters.

7 The cosine coefficients Cω
α,β are ranged from −0.7 to 0.7, the sine coefficients Sω

α,β from 0.2 to 1.2 (or −1.2 to −0.2 if
they are expected to be negative).
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Naturally, this poses the question which factors are responsible for the poor modelling and sensitivity;
the following factors come to mind:

§1. Improper Data The reconstruction scheme has been discussed in great detail in Chapter V and
there is no obvious reason not to trust these results. Various tests have been performed to ensure that
the reconstructed data is understood sufficiently well. However, if the vertex estimates (and thus time
difference measurements) or the CP or flavour tags are not credible the resulting distributions need not
be compatible with the signal PDF.

Another data related factor — strictly speaking it is not an effect of improper data — is the overall
sensitivity of the data set. That is to say, the fact that the data sample may be too small, or the
reconstruction scheme too inefficient or inaccurate in order to allow for a sensitive measurement.

It is unlikely that this is the cause for the poor modelling because the fundamental approach is sound
and follows the methods used by previous CP-violation studies and the BaBar T -violation analysis. As
will be discussed in the following chapter, the number of events obtained by this analysis and the data
purity is in good agreement (or even better) than that of the data used by BaBar.8

§2. Poor Time Resolution Estimate Since the convolution is a very important contribution to the
final signal PDF, a poorly estimated time resolution function may degrade the fit result. However, one
may argue that this source is not very likely the root cause of the problems because of the excellent
agreement of the fitted time resolution function with the distribution taken from MC data (cf. Section 1).

Unfortunately there is no official Belle approach to estimating and modelling the time resolution which
then could be used as a reference. Hence, evaluation of this effect is somewhat difficult.

§3. Problematic Fit Implementation The most likely cause can be found in the implementation
of the fit, possible sources coming into play are

a) numerical instabilities,
b) an improper fit approach or implementation, and
c) bugs in the code.

Essentially, there are two possible reasons for numerical instabilities: either the mathematical PDF is
shaped such that it is prone to minimisation failure9 or the algorithmic PDF (i.e. the object passed to
RooFit’s fitting routine) suffers from minimisation failure. Naturally if the algorithmic PDF is at fault,
the true origin of the numerical instabilities is source type b), i.e. an improper fit implementation.

Application of the fit program to the truth time difference distributions10 shows that the fit fails to
correctly model the distributions yet again. The connection between the two sides of the PDF is
discontinuous and not smooth but rather step-like. This leads to the hypothesis that the step-like
combination of the two sides of the signal PDF is not implemented in a way that allows RooFit to fit it
properly to data.

Naturally, if the modelling of the transition from ∆t < 0 to ∆t > 0 is inadequate, numerical instabilities
may be introduced due to poor description of the peak region. The basic PDF given by Equation (6)
shows that a continuous connection between both sides can only exist if C+

α,β = C−
α,β . However, forcing

those parameters to be equal does not result in a properly continuous fit result for neither reconstruction
level nor truth level MC data. This is not entirely surprising because the Fixed fit configuration

8 On top of that: the total Belle data sample appropriate for this analysis is larger than that available to the BaBar
analysis.

9 For example because there are many local minima, the local minima are much more favourable than the surrounding
phase-space, or the numerical difference between local and global minima is small.

10 More concretely, instead of using the reconstructed time difference, the MC truth value is used as input to the fit. The
time resolution convolution is disabled. Hence, the only reconstruction error comes from the CP and flavour mis-tag
and the truth level time resolution (which should be zero). Background events are not included because they do not
provide a truth level time difference.

55



VI Measuring the T -Violation 2 Evaluating the T -Violation 56

(cf. Figure 37) fixes all Cωα,β parameters to be zero (the SM expectation), however, it does not result in
a significantly improved fit result.

Apart from the fact that it does not solve the problem, forcing the cosine parameters to be pairwise
equal impairs the generality of the fit. A better solution would be to introduce additional contributions
to the likelihood function which minimise the difference |C+

α,β − C
−
α,β|.

Finally, there may be bugs in the code which are responsible for the failure of the fit. The code has been
checked several times for consistency and correctness. No striking reason for supporting the assumption
that the presence of bugs is responsible for its result has been found, hence this cause will not be
discussed any further.
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VII Conclusion

1 Synopsis of the Achievements
Over the course of the last year an extensive analysis has been developed. A rigorous scheme for
efficiently obtaining a signal data sample with very low pollution has been devised and was tested
extensively. Much effort and time has been spent on this first stage of the analysis, because only proper
input data can provide the foundations required for an efficient and accurate analysis result. This effort
and its results have been discussed in detail in Chapter V.

Comparing the final sample composition to that of the T -violation study performed by BaBar [5] verifies
the prosperity of the effort: the purities of both the CP-odd and -even data subsets exceed the values
quoted by the BaBar paper.

For the CP-odd mode, the BaBar analysis uses additional charmonium modes apart from the J/Ψ, which
decreases their overall purity (by at most about 11 % relative to our data) but enhances the number
of signal events (by about 12 % relative to our data). The true gain of the MVA based selection can
be seen in the CP-even mode, where we achieve a purity that is only about 1.5 % better, however, the
number of signal events is increased by nearly 48 % when compared to the numbers quoted by BaBar.

Further study has shown that the remaining background contributions are difficult to separate from the
signal component due to their signal-likeness.

The time difference resolution function has been estimated using independent MC data. Since there
is no official Belle toolkit or method and there are many approaches to estimate the time difference
resolution, evaluation of the performance of the approach used by this analysis is somewhat difficult.
However, the shape of the function that is used in the fit is well-motivated by previous analyses both by
Belle and BaBar. More importantly, because the data and fit result are in excellent agreement there is
no striking reason to doubt the approach used by this analysis.

The time difference distributions obtained from the data clearly show an asymmetric behaviour,
cf. Figure 35. However, the quantification of the extent of the asymmetry — and thus violation
of T — remains elusive. It should be stated without doubt that the proper implementation of the
T -violation fit is a challenge on its own. Although this analysis could not bring the final T -violation fit
to fruition, it provides the data and has laid the groundwork for a subsequent study to focus exclusively
on implementing, testing, and — finally — applying the fit.

2 Discussion of the Shortcomings
For the most part, the basic event reconstruction scheme is well-tested and well understood. Althought
there remain some unanswered questions or hypotheses which require further validation (such as the
dual-CP tag veto, cf. Section 5.3 in Chapter V), there is no doubt that the approach is working and
shows no unexpected behaviour.

However, in order to make a complete analysis, the data refinement procedure requires some further
validation and cross-checks. Additional work should be put into determining how much overtraining has
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occurred, whether it can be reduced, and how it affects the data selected by the MVA. Some work has
been put into investigating whether the MVA selection introduces a bias,1 however, a subsequent study
should investigate this further. Doing so also enables to use a more fine-grained (and thus accurate)
event weight (e.g. depending on ∆t or CMVA) instead of the plain, global event weight that is used by
this analysis, if that is necessary.

The overall performance of the flavour tagging is slightly worse than anticipated, cf. Section 6.1 in
Chapter V. It might be worthwhile for a subsequent study to investigate the origin of the inferior
performance. Quite possibly, the performance could be enhanced by optimising the flavour tagging
algorithm for the specific problem at hand instead of using a rather general scheme. Nevertheless, the
expected gain from doing so is rather small: the increase in the effective signal tagging efficiency using a
more optimised approach is not expected to exceed a few percent considering what previous optimisation
studies have achieved [101].

However, probably the most considerable shortcoming of the current state of the analysis is the
final T -violation fit, cf. Section 2 in Chapter VI. As was already discussed, it is probable that the
implementation of the fit is not fully correct. This may either be a fault of the implementation itself or
the interaction of the fit implementation and the fitting routine (i.e. RooFit). In principle, fixing an
error in the implementation is straightforward once that mistake is found. The latter cause on the other
hand is more difficult to correct: it requires rewriting the fit model in a way that is specifically tailored
to RooFit, hence doing so requires extensive knowledge of the inner workings of RooFit.

Getting the fit to work, albeit producing a poor result, was a time-consuming challenge on its own.
Hence, due to lack of time and familiarity with the internals of RooFit this analysis fails to provide a
truly sound T -violation fit.

3 Prospects and Outlook
In order to push the analysis to the next level, all subsequent work should start with clearing up any
remaining doubt in the aptitude of the selected data. In the previous section and in Chapter V some
open questions have already been discussed, however to recapitulate, below follow the most important
aspects:

• Additional background studies should verify the hypothesised mechanisms responsible for the
remaining background contribution. Doing so might also enable a further reduction of the
background contamination.

• When the question of systematic uncertainties comes up, the MVA performance should be investig-
ated further. Specifically, how much overtraining is present, whether it affects the selection, and
whether the MVA based selection introduces bias effects should be studied.

• The overall data and MC agreement should be investigated. This cross-check has only been
performed on a few kinematic variables (such as the J/Ψ mass) which have shown no staggering
deviations. However, specifically the modelling of the time difference measurement and the time
difference resolution should be verified. It is highly unlikely that this is not modelled correctly
in MC since it is crucial to many of the analyses performed by Belle. Nevertheless, particularly
because there is no official scheme for estimation of the time difference resolution this must be
treated with great care, hence also validated with the very same care.

Furthermore, this analysis does not use the complete appropriate Belle data sample but only the SVD
II part, cf. Section 3 in Chapter IV. An increase in statistics might improve the overall performance.
However, it should be noted that the time difference resolution is expected to be worse for the elided
data because the SVD I data uses an inferior vertexing system. Therefore, inclusion of SVD I data
necessitates using different time difference resolution functions for the two data groups. By including
the SVD I data, the total data available is increased by about 24.5 %, cf. Chapter IV.

The previous discussions should have made it clear, that the T -violation fit implemented as part of this
analysis is flawed. Whether this is due to false assumptions, false implementation, or incorrect steering

1 E.g. checking that there is no shape dependence of the ∆t distributions on MVA cut value.
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of RooFit could not be determined to satisfaction. It should also be obvious that the contribution
of the fit implementation to the overall analysis is rather heavyweight in terms of the associated
technical difficulty and the time required for implementation and testing. However, the difficulties
encountered with the fit do not diminish the prospects for this measurement itself. Both, the fundamental
methodology — cf. Chapter III — and the data reconstruction scheme are sound.

My personal recommendation for a proceeding analysis is to work very closely with the Belle CP-violation
group. Furthermore, I strongly advise against reusing any part of my T -violation fit routines. A
subsequent analysis should utilise the reconstruction and selection scheme as well as the time difference
resolution function created as part of this thesis; the actual T -violation fit should be rewritten from
scratch.

The final fit provides plentiful challenges, hence, subsequent work should be performed in close contact
with fellow scientists who have extensive experience in fitting and know the ins and outs of doing a
time-resolved CP-violation analysis.

In hindsight I would recommend to start by performing a time-resolved CP-violation study using the
existing analysis tools (used by analyses such as [1, 74, 111, 112]) and the data set obtained by my
analysis. By feeding the data into the analysis machinery used by the published studies, it can be
verified that the data are indeed reconstructed correctly. Furthermore, because the CP-violation PDF is
symmetric around ∆t = 0 and not formed by combining pieces of subfunctions, it is much less difficult
to model it algorithmically. Hence, reimplementing the CP-fit PDF is a good starting point for the
development of the fit routine eventually used for a T -violation fit.
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B Comparison Pairs

Reference T -conjugate

Transition Final state Transition Final state

B0 → B− (l+X, J/ΨKS) B− → B0 (J/ΨKL, l
−X)

B+ → B0 (J/ΨKS , l
+X) B0 → B+ (l−X, J/ΨKL)

B0 → B+ (l+X, J/ΨKL) B+ → B0 (J/ΨKS , l
−X)

B− → B0 (J/ΨKL, l
+X) B0 → B− (l−X, J/ΨKS)

(a) Comparison pairs for T -violation measurement.

Reference T -conjugate

Transition Final state Transition Final state

B0 → B− (l+X, J/ΨKS) B0 → B− (l−X, J/ΨKS)
B+ → B0 (J/ΨKS , l

+X) B+ → B0 (J/ΨKS , l
−X)

B0 → B+ (l+X, J/ΨKL) B0 → B+ (l−X, J/ΨKL)
B− → B0 (J/ΨKL, l

+X) B− → B0 (J/ΨKL, l
−X)

(b) Comparison pairs for CP-violation measurement.

Reference T -conjugate

Transition Final state Transition Final state

B0 → B− (l+X, J/ΨKS) B− → B0 (J/ΨKL, l
+X)

B+ → B0 (J/ΨKS , l
+X) B0 → B+ (l+X, J/ΨKL)

B0 → B− (l−X, J/ΨKS) B− → B0 (J/ΨKL, l
−X)

B+ → B0 (J/ΨKS , l
−X) B0 → B+ (l−X, J/ΨKL)

(c) Comparison pairs for CPT -violation measurement.
Tab. 12: Comparison pairs for use in analyses of fundamental discrete symmetries [47].

C Asymmetry Parameters

For T For CP For CPT

∆S+
T := S−

l−,KL
− S+

l+,KS
∆S+

CP := S+
l−,KS

− S+
l+,KS

∆S+
CPT := S−

l+,KL
− S+

l+,KS

∆S−
T := S+

l−,KL
− S−

l+,KS
∆S−

CP := S−
l−,KS

− S−
l+,KS

∆S−
CPT := S+

l+,KL
− S−

l+,KS

∆C+
T := C−

l−,KL
− C+

l+,KS
∆C+

CP := C+
l−,KS

− C+
l+,KS

∆C+
CPT := C−

l+,KL
− C+

l+,KS

∆C−
T := C+

l−,KL
− C−

l+,KS
∆C−

CP := C−
l−,KS

− C−
l+,KS

∆C−
CPT := C+

l+,KL
− C−

l+,KS

Tab. 13: Asymmetry parameters to be used for evaluating T -, CP-, or CPT -violation [47].
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D List of Cuts

Variable Cut Value Description

πe > 0.6 The electron identification probability, i.e. the output of the electron
identification algorithm eid for a given electron candidate using the
algorithm parameters (3,−1, 5).

πµ > 0.6 The muon identification probability, i.e. the likelihood returned by the
muon identification algorithm muid for a given muon candidate.∣∣∣~p [c.m.]

J/Ψ

∣∣∣ < 2.0 GeV The magnitude of the centre-of-mass three-momentum of the J/Ψ candi-
date.∣∣P J/Ψ

∣∣ The magnitude of the four-momentum of the J/Ψ (i.e. the reconstructed
invariant mass). The cut value depends on the reconstruction channel
of the J/Ψ because electrons and muons have different photon radiation
characteristics. The recommended cut values are

ee : (2.94688, 3.13288)
µµ : (3.03688, 3.13288)

GeV .

Tab. 14: Cut variables used in the J/Ψ reconstruction.

Variable Cut Value Description

NKLM Number of associated hits in the KLM. If there is an associated ECL
cluster the cut is performed for NKLM > 1, otherwise for NKLM > 2.

∆ϕQ > 5◦ The angular separation between the measured KL and the closest charged
particle.

∆ϕKE < 15◦ The angular separation between the three-momenta reconstructed from
the KLM and ECL cluster separately. This cut is only applied if there is
an associated ECL cluster.

EECL > 160 GeV The ECL cluster energy; this cut is only applied if there is an associated
ECL cluster.

Tab. 15: Cut variables used in the KL reconstruction.

Variable Cut Value Description

∆ϕKL
< 35◦ The angular separation between measured and expected KL three-

momentum. The expected three-momentum can be calculated by assuming
that the B meson is at rest in the centre-of-mass system. Therefore, the
J/Ψ and the KL are approximately back-to-back in the centre-of-mass
system. By combining the known centre-of-mass four-vector and the
measured J/Ψ four-vector one can infer the expected KL four-momentum.∣∣∣~p [c.m.]

J/Ψ

∣∣∣ [1.42, 2.0] GeV The magnitude of the centre-of-mass three-momentum of the J/Ψ candi-
date.∣∣P B+

∣∣ ≤ 1.2 GeV The magnitude of the four-momentum of the B+ (i.e. the reconstructed
invariant mass).

MBC ≥ 5.14 GeV The beam constrained mass as defined by:

MBC :=
√
E

[c.m.]2

Beam − p[c.m.]2

BCP
,

where E[c.m.]
Beam is the beam energy in the centre-of-mass frame (i.e. half the

centre-of-mass energy) and p
[c.m.]
BCP

is the momentum of the CP tagged B
meson in the centre-of-mass frame.

Tab. 16: Cut variables used in the B+ reconstruction.
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Variable Cut Value Description∣∣∣~p [c.m.]
J/Ψ

∣∣∣ [1.42, 2.0] GeV The magnitude of the centre-of-mass three-momentum of the J/Ψ candi-
date.∣∣∣~p [c.m.]

B−

∣∣∣ [0.2, 0.45] GeV The magnitude of the centre-of-mass three-momentum of theB− candidate.

Tab. 17: Cut variables used in the B− reconstruction.

Variable Cut Value Description

πe > 0.6 The electron identification probability, i.e. the output of the electron
identification algorithm eid for a given electron candidate using the
algorithm parameters (3,−1, 5).

πµ > 2 The muon identification probability, i.e. the likelihood returned by the
muon identification algorithm muid for a given muon candidate.

πK > 0.5 The kaon identification probability, i.e. the likelihood returned by the
atc_pid identification algorithm for a given kaon candidate using the
algorithm parameters (0, 1, 0, 3, 2).

Tab. 18: Cut variables used by the rest charge reconstruction.

E MVA Parameters
Parameter Setting

SplitMode Random

NormMode NumEvents

NTrees 300
MinNodeSize 5 %
MaxDepth 3

Parameter Setting

BoostType AdaBoost

AdaBoostBeta 0.5
UseBaggedBoost true

BaggedSampleFraction 0.6
SeparationType GiniIndex

Tab. 19: TMVA parameter settings used for training the BDTs. Parameters which are not listed retain their default value (for
TMVA version 4.2.0).
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F MVA Input Variables
F.1 List of Variables

Variable Symbol Description

cos θPBCP
The cosine of the azimuthal angle of the reconstructed BCP three-momentum in the lab
frame.

NCharged Number of charged particles found by the Belle reconstruction scheme (i.e. number of
entries in Mdst_charged).

πli
Value of the electron/muon likelihood (i.e. Leid respectively Lmuid) obtained from the
respective identification algorithm for a daughter particle of the J/Ψ. The value of the
subscript i encodes the charge of the daughter particle: i = 0 corresponds to positive
charge, i = 1 to negative charge.

cos θThrust Cosine Theta Thrust, one of the kinematic variables used for continuum suppression,
cf. Section 8 in Chapter V for a more detailed explanation.

Ri The ith normalised Fox-Wolfram moment: one of the kinematic variables used for
continuum suppression, cf. Section 8 in Chapter V for a more detailed explanation. The
MVA uses the second (i = 2) and fourth (i = 4) normalised Fox-Wolfram moment.

∆ECP The difference between the expected BCP energy in the centre-of-mass frame E[c.m.]
CP, Exp. ≡

1
2E

[c.m.]
Beam and the reconstructed value E[c.m.]

CP, Rec..
MBC, CP The beam constrained mass as defined in Table 16 calculated for the BCP .
ERest Sum of the energy of the restcharge particles, cf. Section 6 in Chapter V for a discussion

of the restcharges.
χ2

Flv Chisquare goodness-of-fit value obtained from the BFlv vertex fit.
p

[c.m.]
B, Meas. Reconstructed absolute value of the BCP three-momentum in the centre-of-mass frame.
p

[c.m.]
B, Est. Estimated absolute value of the BCP three-momentum in the centre-of-mass frame. Uses

the method explained in Section 4.1 in Chapter V in order to estimate the poorly measured
KL four-momentum.

p
[c.m.]
J/Ψ Reconstructed absolute value of the J/Ψ three-momentum in the centre-of-mass frame.
Eli

Energy of a daughter particle of the J/Ψ; the value of the subscript i encodes the charge
of the daughter particle: i = 0 corresponds to positive charge, i = 1 to negative charge.

^(l0, l1) Angle between the three-momenta of the J/Ψ daughter particles in the lab frame.
^(J/Ψ,KS,L) Angle between the three-momenta of the J/Ψ and the KS,L in the lab frame.

∆ϕKS,L
Angle between the expected and measured KS,L three-momentum in the lab frame. The
calculation of the expected KL three-momentum has been explained in Section 4 in
Chapter V; calculation for the KS follows the same approach.

∆ϕQ Angle between the KS,L candidate three-momentum vector and the closest charge tracks.
For the KS this uses the three-momentum direction obtained from combining the four-
momenta of the charged pions, for the KL the direction obtained from the KLM cluster
is used.

NKLM Number of hits in the KLM associated to the KL candidate.
MECL Mass of the ECL cluster associated with the KL candidate.
WECL Width of the ECL cluster that is attributed to the KL candidate.
e9/e25 Ratio of the energy deposited in a 3× 3 field (e9) and the energy deposited in a 5× 5

field (e25) around the centre of the ECL cluster associated with the KL candidate. This
variable is typically used for electron/photon discrimination [66]. However, it can be
equally used to test an ECL cluster’s KL-likeness.

EECL The energy of the ECL cluster that is associated with the KL candidate.
∆ϕKE Angle between the three-momentum directions in the lab frame reconstructed from the

KLM and ECL cluster separately for a given KL candidate.

Tab. 20: List of input variables used by the different MVAs.
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F.2 Distributions for minus MVA
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Fig. 38: Input distributions for the variables used by the minus MVA classifier. Shown are the signal and background distributions
separately. Refer to Table 20 for a list of the different variables depicted in the above plots.
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Fig. 39: Plot of linear correlation coefficients of input variables to the minus MVA classifier. Refer to Table 20 for a list of the
different variables depicted in the above plots.
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Fig. 40: Input distributions for the variables used by the minus_KLM MVA classifier. Shown are the signal and background
distributions separately. Refer to Table 20 for a list of the different variables depicted in the above plots.
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Fig. 41: Plot of linear correlation coefficients of input variables to the plus_KLM MVA classifier. Refer to Table 20 for a list of

the different variables depicted in the above plots.
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Fig. 42: Input distributions for the variables used by the plus_KLM_ECL MVA classifier. Shown are the signal and background
distributions separately. Refer to Table 20 for a list of the different variables depicted in the above plots.
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Fig. 43: Plot of linear correlation coefficients of input variables to the plus_KLM_ECL MVA classifier. Refer to Table 20 for a

list of the different variables depicted in the above plots.
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